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A Unifying Framework for
Probabilistic Validation Metrics

Probabilistic modeling methods are increasingly being employed in engineering applica-
tions. These approaches make inferences about the distribution for output quantities of
interest. A challenge in applying probabilistic computer models (simulators) is validating
output distributions against samples from observational data. An ideal validation metric
is one that intuitively provides information on key differences between the simulator out-
put and observational distributions, such as statistical distances/divergences. Within the
literature, only a small set of statistical distances/divergences have been utilized for this
task, often selected based on user experience and without reference to the wider variety
available. As a result, this paper offers a unifying framework of statistical distances/
divergences, categorizing those implemented within the literature, providing a greater
understanding of their benefits, and offering new potential measures as validation met-
rics. In this paper, two families of measures for quantifying differences between distribu-
tions, that encompass the existing statistical distances/divergences within the literature,
are analyzed: f-divergence and integral probability metrics (IPMs). Specific measures
from these families are highlighted, providing an assessment of current and new valida-
tion metrics, with a discussion of their merits in determining simulator adequacy, offering
validation metrics with greater sensitivity in quantifying differences across the range of
probability mass. [DOI: 10.1115/1.4045296]

1 Introduction

Validation is a crucial part of any model generation, especially
for complex computer models (herein defined as simulators),
without which, trust in outputs for specific input domains cannot
be obtained. Traditionally, validation metrics for quantifying the
simulators’ level of adequacy have been deterministic, as most
modeling techniques produce deterministic outputs. In this setting,
distance metrics are commonly used, such as mean squared errors
and L,-norms as they provide a clear and interpretable method of
validating and understanding the simulators performance. How-
ever, in recent years, best practice in validation [1,2] has seen a
move toward understanding and quantifying uncertainties within
the modeling procedure, providing better information to make
more robust decisions from simulators. By incorporating uncer-
tainties, simulator outputs provide more information than just a
mean (or deterministic) prediction. This presents new challenges
in selecting validation metrics such that both the mean predictive
performance and uncertainties are appropriately assessed.

This paper focuses on the problem of quantifying differences
between probabilistic simulator outputs and observational sam-
ples, specifically the distance between two distributions from
these sources. As a result, the simulator output and observational
variables considered in this paper are those that can be defined as
random variables, typically applying to ordered magnitude varia-
bles, e.g., stress, acceleration etc., as well as ratio variables, such
a temperature in Kelvin. The Area Metric and Kolmogorov dis-
tance have been extensively applied in this scenario [2-6]. This
paper provides a context for these distances by defining their rela-
tionships within a wider range of statistical distances, specifically
those related to the f-divergence and integral probability metric
(IPM) families of distances. Considering these broader families of
distances provides not only new understanding of these estab-
lished distance metrics, but also reveals measures with novel
potential for application as validation metrics.

The list of validation metrics within this paper is not intended
to be exhaustive, but encompasses those commonly implemented
within the literature. For example, the reliability metric, which
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has been developed for similar purposes, is not categorized by
these two families [7,8]. This is because the reliability metric
assesses the probability that the Mahalanobis distance between the
simulators’ mean and observational data, given the simulator
covariance, is less than a given tolerance (meaning it only consid-
ers low order statistical moments) and is better categorized as a
type of hypothesis, with the authors linking it to Bayesian hypoth-
esis testing [7,8]. It is noted that although the emphasis of this
paper is in validation metrics that quantify differences between
distributions, each of the measures presented has its own hypothe-
sis test, which could be used to make informative decisions.

The outline of the paper is as follows: Section 2 provides a cri-
terion for an ideal validation metric, clarifying the difference
between a validation metric and the mathematical definition of a
metric. Subsequently, the two families of measures, f-divergences
and IPMs, respectively, are introduced in Secs. 3 and 4; with spe-
cific measures within these families defined and reviewed. These
distance/divergence measures are demonstrated on numerical
examples (Sec. 5) in order to demonstrate and evaluate their
applicability as validation metrics. Following these discussions,
the measures are applied to model predictions from Bayesian his-
tory matching (BHM) on a five-story building structure (Sec. 6).
These provide a practical examination of the information each
provides, leading to a discussion on how to use these measures in
practice. Finally, Sec. 7 offers conclusions and highlights areas
for further research.

2 Validation Metrics and Metrics

This paper is concerned solely with validation metrics in a
probabilistic setting, and in comparing their performance in pro-
viding a quantification of differences between distributions. The
definition of a validation metric is a computable measure that
quantifies the agreement between predictions from a simulator
and observational data [2,4,9]. It has been stated in the literature
that a validation metric should be separate from the criteria used
in deciding whether to accept the simulator for a particular predic-
tive context, and therefore a given validation metric is only
required to quantify the difference [4,9].

In order to assess the merits of particular distances/divergences
as validation metrics, it is appropriate to define criteria for an ideal
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validation metric. Combining previous criteria from the literature
[3,4,9], and the authors’ opinions, these criteria in the context of
probabilistic engineering simulators are:

(1) It should quantify the difference between the simulator pre-
dictions and observational data [3,4,9]

(2) It should be interpretable and aid identifying simulator
improvements

(3) It should provide objective information and be consistent
when applied to different probabilistic models or applica-
tions [3,4]

(4) It should account for the complete form of the distribution
(and not just statistical moments)—if the underlying distri-
bution of the observational data is unknown, it should
ideally have a nonparametric estimator with convergence
guarantees

For clarity of terminology within this paper, the term validation
metric is used to refer specifically to those mathematical operators
that quantify the dissimilarities between predictions and observa-
tional data. The term metric, where used on its own, refers to the
strict mathematical distance definition, i.e., a distance D(-,-) is a
metric if it abides by four requirements [2]:

(1) non-negative: D(x,y) > 0;

(2) identity of indiscernibles: D(x,y) = 0 if and only if x=y;
(3) symmetric: D(x,y) = D(y, x);

(4) triangle inequality: D(x,z) < D(x,y) + D(y, 2)

where x, y, and z are three quantities (which for the simplest
case would be points). It may be necessary for a validation metric
to be a mathematical metric; the merits of this will be discussed
further within this paper.

Finally, it is noted that each of the measures investigated as
potential validation metrics within this paper can be formed into a
frequentist hypothesis test, where the null hypothesis is that the
simulator output and observational distributions are equal. By pos-
ing the problem of whether simulator outputs are adequate as a
hypothesis test, a simulator can be determined inadequate, for a
given significance level, if it causes the null hypothesis to be
rejected (it is noted that statistically a hypothesis can never be
proved, only rejected).

At a fundamental level, a hypothesis test provides a statistically
rigorous framework for calculating a threshold, based on a given
statistical distance, with which to make a decision about whether
the simulator is invalid. The process for obtaining this threshold
will be different for each measure, and will lead to different prop-
erties of the hypothesis test. In addition, the effectiveness of a
given hypothesis test will depend on the distance/divergence mea-
sure it is constructed from. For these reasons, the paper focuses on
the abilities of each measure investigated to quantify differences
between distributions that occur anywhere within the probability
mass, and does not perform hypothesis testing. If a measure is
unsuccessful in quantifying dissimilarities anywhere in the proba-
bility mass, then it will not perform well as a general hypothesis
test.

3 f-Divergences

The first family of distances/divergences considered are
f-divergences (also known as Csiszdr's ¢-divergences). This
category includes measures such as the Kullback—Leibler (KL)
divergence, and defines distances/divergences that depend on a
ratio between probability measures [10]. These measures are of
the form

[ dP
Dy(P,0) = J#’(@)dp M

where M is a measurable space and ¢ is a convex function. P and

@ are stated as probability measures, but generally will be utilized
in the form of a probability density function (PDF) or cumulative
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density function (CDF). Equation (1) holds when P is absolutely
continuous with respect to (9 and —oo otherwise. Different forms
of the f~divergence depend on the choice of function ¢ with nota-
ble cases being the KL divergence, ¢(r) = tlog(), Hellinger
distance, ¢(r) = (v/7—1)%, and total variation distance, ¢(r) =
|t — 1| [10]. This family of divergence measures is widely used
throughout information theory and machine learning [11].

3.1 Kullback-Leibler Divergence. The KL divergence is the
most widely used f-divergence and has many applications. A nota-
ble example is in performing variational inference as it represents
a natural formulation of the ratio between two likelihood func-
tions [12]. The KL divergence of probability measures P and
is

Dk (P, Q) = KL(P[|Q) = Jp(x)log <%)dx )

where p(x) and ¢(x) are probability distributions of the random
variable x, and is a measure of relative entropy [11]. It takes either
the units nats or bits depending on the base of the logarithm,
respectively, exponential or base two. The divergence informs of
the average number of extra nats (or bits) required to encode the
data given that the distribution () is used to model the “true” dis-
tribution P. More simply, it measures information lost when Q is
used approximate IP. It is noted that a frequentist hypothesis test
exists for the KL divergence [13]. Resultantly, the hypothesis test
could be used to objectively determine whether there are statisti-
cally significant differences between the simulator and observatio-
nal distributions.

The KL divergence can be difficult to estimate when the distri-
bution form is unknown, and often proves challenging when the
dimension size of samples increases (i.e., in the instants where d
increases when M = Rd). On the other hand, the divergence can
be practical to compute between low-dimensional probability den-
sity functions and therefore is useful when the observational den-
sity function is known or can be accurately approximated.

Empirical estimation of the KL divergence in a nonparametric
manner for continuous distributions can be performed using sev-
eral approaches [14,15]. However, often these nonparametric esti-
mators require large sample sizes in order to converge as
illustrated in Fig. 1. This example studies the convergence rate of
one method for obtaining empirical estimate of the KL diver-
gence, calculated via data-dependent partition method proposed
by Wang et al. [14]. In this example, the empirical estimator is
obtained when samples are drawn from two Gaussian distribu-
tions, P ~ A/(0,1) and Q ~ A/(1,1). 500 repetitions were per-
formed at each sample size in order to demonstrate the variance of
the estimator. It is clear from Fig. 1 that although the estimator
will converge, this can be slow and requires a large sample size.
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Fig. 1 Estimation of KL divergence using data-dependent par-
titions where P ~ A/(0,1) and Q ~ A(1,1). D (P, Q) = 0.5.
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In most engineering applications, it is often not possible to obtain
even hundreds of samples at each input indicating a drawback
with the estimator.

3.1.1 Jenson—Shannon Distance. The KL divergence is not a
true mathematical metric as it does not meet two of the four
requirements: it is neither symmetric nor does it obey the triangle
inequality. A smoothed and symmetrized form of the KL diver-
gence is the Jenson—Shannon divergence [16], which, by taking
the square root, becomes a metric, known as the Jenson—Shannon
distance

Diso(P, Q) = 1D (P, M) + 1D (@2)

where Ml = (1/2)(IP 4+ Q) and is the midpoint of the probability
measures P and (). The Jenson—Shannon distance will always
produce a finite result, unlike the KL divergence as P and () are
always absolutely continuous with respect to M [16]. The compu-
tational overheads of the Jenson—Shannon distance are high due to
the evaluation of the mixture distribution M, which becomes pro-
hibitive in high dimensional data [17]. By construction, it is less
sensitive to scenarios when distribution (Q contains sample values
that are impossible in P, unlike the KL divergence, as it is
bounded [16].

3.2 Hellinger Distance. The Hellinger distance is another
statistical distance within the f-divergence family. It can be con-
sidered analogous to the Euclidean distance as it is the L,-norm
between two probability measures

Dy(P, Q) = \/;J (vpt - ﬁ@)zdx @)

and is formed such that Dy (IP, Q) < 1. In addition, the Hellinger
distance is a metric meeting all four requirements. This provides
an intuitive interpretation of the distance where values of zero
mean the two probability density functions are exactly equal and a
distance close to one indicates very dissimilar probability density
functions; however, the distance will nonlinearly change within
these bounds. Frequentist hypothesis tests utilizing the Hellinger
distance also exist, which may aid decision-making about simula-
tor adequacy [18,19].

3.3 Total Variation Distance. Total variation distance is the
Li-norm equivalent to the Hellinger distance [20]

Drv(P.0) =3 [Ip(x) ~ gl ®

and is the only distance measure that can be classified as both an
f-divergence and IPM (discussed in Sec. 4) [10]. In IPM form,
total variation is written as

Dy (P,Q) = HfTIup I [p(x) — q(x)] (0)

and, like the Hellinger distance, total variation takes values in
[0 1] aiding objectivity across applications. The metric can also be
used within a frequentist hypothesis test [21].

4 Integral Probability Metrics

Integral probability metrics differ from f-divergences as they
depend on the difference rather than ratio of probability measures.
The general form of IPMs is defined as

Dg(P,Q) = sup|J fdP — J fdQ| @)
feF Jm M
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Fig. 2 An example of the Kolmogorov distance between PP =
N(0,0.8?) and 20 samples from Q) = 7(5) where Dx (P, Q) = 0.26

where F is a class of functions on M and sup is the supremum:
the least upper bound of pointwise differences. The choice of
F leads to various IPMs, such as the total variation distance
where F = {f :||[f||l, <1}; the Kolmogorov distance where
F ={l(—wy:t € Rg}; maximum mean discrepancy (MMD)
where F = {f : ||f||;, < 1} (i.e., all f that are reproducing Kernel
Hilbert space (RKHS), H); and the Wasserstein distance where
F =A{f:]Ifll, <1} where L here refers to Lipschitz functions.
These distances and their properties are considered in more depth
below.

4.1 Kolmogorov Distance. The Kolmogorov distance is the
maximum L;-norm between two CDFs bounded [0 1] and mathe-
matically defined as

Di(IP,Q) = sug |Fp(x) — Fo(x)] ®)

where Fp(x) is a CDF for the probability measure IP over the ran-
dom variable x. The Kolmogorov distance is simply the largest
vertical difference between the two CDFs and is most commonly
used in hypothesis testing [22].

Figure 2 illustrates an example of the distance for a set of sam-
ples (forming an empirical cumulative density function (ECDF)}
Fo(x) and a known distribution Fp(x). Note, however, the dis-
tance holds if either P or (Q are known or empirical. This is an
advantage of the Kolmogorov distance, meaning it has the ability
to handle a mixture of empirical and/or known CDFs, making it a
flexible nonparametric tool for validation purposes.

The Kolmogorov distance is closely related to the total varia-
tion distance, described in Sec. 3.3. If the probability function is
nondecreasing, then total variation will provide the same solution
as the Kolmogorov distance [23]. Furthermore, total variation is
an upper bound on the Kolmogorov distance, i.e., Dg (P, Q) <
Dy (PP, Q) [20].

4.2 Maximum Mean Discrepancy Distance. Maximum
mean discrepancy is a measure of the maximum distance between
the mean embeddings of two sample sets in a RKHS; projected
using the function class F, where the function f'is called a repro-
ducing kernel k(-, -) [24]. The distance is defined as

Duwp (P, Q) = sup [EL(f () = By (F DI ©)

' An ECDF is mathematically defined as Fy (x) = (1/n) Y0 1(X; < x).
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where x and y are samples from P and Q, respectively. There are
several kernel types that can be chosen within the MMD metric, with
a popular choice being the radial basis kernel [24,25], defined as

7112
k(x,x') = exp(—inx — 1l > (10)

202

where ¢ is an associated hyperparameter that controls the width of
the kernel. It is noted that most kernels will have some set of
hyperparameters that need to be determined. A common approach
for determining these hyperparameters is to use the median pair-
wise distance among the joint data [26]. The choice of kernel
should reflect the prior belief about the smoothness of the underly-
ing distribution and is often selected in a heuristic manner. How-
ever, Gretton et al. proposed an optimization methodology for
large sample sets in Ref. [27] whereby for a given « level (the sig-
nificance level of a hypothesis test [24,25,28]), the technique
selects linear combinations of kernels that minimize the probabil-
ity of type II errors and thus maximize the test power when used
as the metric for a two sample hypothesis test [24]. In this paper
by Gretton et al., the method is shown to perform well in the con-
text of large data sets, where estimating the hyperparameter via a
median heuristic approach and kernel selection via selecting the
kernel with the largest MMD (i.e., choosing the conservative ker-
nel) fails. In contrast, most validation tasks present the converse
problem of involving small sample sizes where limited data could
pose challenges to implementing this procedure.

Maximum mean discrepancy is a frequentist statistic and thus
can be empirically estimated in both unbiased and biased forms,
depending on whether the sample means are calculated using the
U-statistics (unbiased)

Di/[MDu (P Q

EZk X, Xj)

i: JA

}’l _ 1 sz ylvy]

i=1 j#i

*@ZZ’C (X6 7) (11)

=1 j=

or V-statistics (biased)

Dipnpy (P, Q) = 2 Zk i) o5 Zk (i)
IJ_
m,n
—%Zk (6> j) (12)
0.5
041
[, 03
=)
oz}
01r
0 .
5 0 5
(a) Quantity

where m and n are the number of points in the samples X and Y,
respectively. These two forms of the statistic will both be zero
when P = (Q and large when the distributions are far apart. MMD
is a nonparametric technique, meaning that the form of the distri-
bution does not need to be known before estimation.

4.2.1 Maximum Mean Discrepancy Witness Function. MMD,
defined in Eq. (9), provides a key additional benefit in that the ker-
nel embedding can be applied over a variable ¢ in order to visual-
ize the behavior of the RKHS embeddings. This produces the
witness function, f*. An empirical estimation of the witness func-
tion can be defined as

1 m 1 n
ocEZk(x,-,t) —;Zk(y,—,t) (13)
i=1 i=1

and used to provide a method for visually determining the dissimi-
larities between two distributions. The witness function is zero
intuitively where the two distributions are the same, positive when
P is larger than (), and negative when () is greater than P, as far
as the smoothness constraint allows.

To demonstrate the effectiveness of the witness function, a one-
dimensional example is presented in Fig. 3. The scenario consid-
ers the difference between a Student’s ¢-distribution with eight
degrees-of-freedom and a Laplace distribution, £(0,0.71). 10,000
samples were drawn from each distribution and the MMD distan-
ces (both biased and unbiased) calculated using a radial basis ker-
nel with ¢ =0.85 Dywvmpy = Dymmvps = 0.11. Visually, the
witness function in Fig. 3 highlights where key differences in the
probability mass occur.

The witness function can be implemented as a tool for locating
the differences between distributions and helping diagnose model
inadequacies. For example, if in Fig. 3 X are simulator predictions
and Y observations, it can be easily identified that more probabil-
ity mass is located around zero from the sample set Y than is mod-
eled by X; this is indicated by negative values in the witness
function. In addition, X has more probability mass in both tails,
indicated by the positive values in the witness function. A near
symmetric witness function indicates that the mean predictions
are very similar. The witness function in this example would diag-
nose a conservative simulator output, where a distribution with a
steeper probability mass decay from the mode would improve the
prediction. In this one-dimensional case, this information may
appear obvious; however, this will not always be the case in more
complex and bespoke distributions. Furthermore, in higher dimen-
sional spaces, it becomes challenging to compare two PDFs. The
witness function potentially provides a very useful, low dimen-
sional, interpretable diagnostic for such scenarios.

[—1/m ¥ ke, ) — L/n > k(y, ) — £ (1)

0.8 0.04
0.7 0.02
0.6 0
0.5
3 -0.02 \,;
0 04 g
[a M 0.04 =
0.3
02 -0.06
0.1 -0.08
0 -0.1
-5 0 5
(b) t

Fig. 3 An example of a witness function between 10,000 samples from X ~ 7(8) and
Y ~ £(0,0.71), Dympy = Dumps = 0.11, where L(-,-) and 7(-) are Laplace and Student’s t
distributions. A radial basis kernel where ¢ is inferred from the median heuristic is implemented.
Panel (a) are the PDFs of the distributions from which the finite samples are drawn and panel (b)
are the kernel embeddings of the two samples and the witness function over a space .
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4.3 Area Metric. The Area Metric, proposed by Ferson et al.
[3], is a popular validation metric in engineering for assessing the
difference between two distributions [2,4-6]. The Area Metric is
the area of the L;-norm between two CDFs

Davea(P, Q) = J\Fp(x> — Fo(x)|dx (14)

and is illustrated in Fig. 4.

The metric also represents the distance between quantile func-
tions (inverse CDFs), ie., [|Fp'(p) —F,'(p)ldp where p is
a probability [2]. This is the definition of a Kantorovich metric,
ie. Dy(P,Q)=[|Fp(x) = Fo(x)ldx = [|Fp'(p) = F5'(p)ldp
where F~! is the inverse function of the general distribution
function F [29,30]. This means that the Area Metric is part of the
Wasserstein (or Kantorovich) distances, and is, in fact, the univar-
iate case. As a result, the Wasserstein distance hypothesis tests
[31] could be applied to the Area Metric such that decisions could
be made about the statistically significant differences between
simulator predictions and observational data. More generally, the
Area Metric is part of a family of metrics, known as the L, met-
rics, where the L,-norm is taken rather than L, [29].

Oberkampf and Roy state in Ref. [2] that a significant merit of
the Area Metric is that the units are that of the quantity in ques-
tion, i.e., if the random variable X were an observation of stress in
MPa then the units of the Area Metric are also MPa, since proba-
bility is dimensionless [2]. The distance therefore scales with the
units of observed quantity.

5 Numerical Case Studies

In order to compare the statistical distances/divergences intro-
duced in Secs. 3 and 4 against the criteria in Sec. 2, several
numerical examples are considered. These case studies are
intended to demonstrate relative differences between the meas-
ures, in regard to the validation metric criteria, and not as a com-
plete mathematical analysis of each equation’s sensitivities.

The scenarios considered in this section are all comparisons of
continuous distributions with known mathematical forms. In order
to keep comparisons consistent, numerical integration is imple-
mented to calculate each distance/divergence (however, it is noted
that for certain distribution forms, the integrals in some distances/
divergences can be solved in closed form, e.g., the Hellinger dis-
tance between two Gaussian distributions).

The first two scenarios explore the sensitivity of these distance/
divergence measures to changes in lower order moments, specifi-
cally in the context of Gaussian distributions, P ~ N(0, 1) and
Q ~ N (i, d%). In the first case study, the mean g, is varied and

Probability

Quantity

Fig. 4 An example of the Area Metric (the shaded region)
between P = A\/(0,0.8%) and 20 samples from Q = 7(5). In this
case, Darea(P, Q) = 0.64.
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the variance af is fixed, the second case considers the mean g,
fixed and the standard deviation ¢, variable. The third example
quantifies each distance/divergence between several other distri-
bution forms. As a result, comments are made about each meas-
ure’s sensitivity to general changes in probability mass such that
the fourth validation metric criteria in Sec. 2 can be more widely
assessed.

5.1 Sensitivity to Variation in the Mean—Gaussian
Distribution Case. Figure 5 displays a comparison of the distan-
ces/divergences when the mean is varied (in a Gaussian distribu-
tion context). Figure 5(a) presents the KL divergences and Area
Metric, as these both have units, with Fig. 5(b) showing a compar-
ison of the remaining dimensionless measures.

For this example, the KL divergence is symmetric (i.e.,
Dxp (P, Q) = Dk (QP)). It is also slow to increase and as a
result, may struggle to detect small variations in the mean. The
unbounded nature of the KL divergence also makes it a difficult
measure to interpret, especially if used as a validation metric. In
contrast, the Area Metric values are equal to the distance between
the two distribution means, i.e., when u, =2, Daea (P, Q) = 2.
This result follows, as the Area Metric mathematically becomes
the distance between the two distribution means, when the
remaining statistical moments (in this case the variances) are the
same.

201 7
L « Dgr(P,Q) J
w + Drr(Q,P) #6
=L Dprea( P, Q) ¥loZ
o] 15+ % Area\ L5 ¥ =
= ¥ + 15 g
% £ 1° 5
s Pz
b= % & 4.2
S ol % # =
gp 10 % & 2
b5 13
o =
.- cs
'TT'S 12 ©
= 57 <"‘
~ 11
0 ‘ . . . 0
6 -4 -2 0 2 4 6
(@) Mz

0.4r

Distance

- X
- Du(P,Q) %l 2
* DTV(P7 Q) .
02+ ® DK (P7 Q) g
* Duyupu(P,Q)
% Darupy(P, Q) i
0 : : k4 ‘ ‘ ‘
-6 -4 -2 0 2 4 6

(b) Mo

Fig. 5 A comparison of probabilistic distances/divergences
for two Gaussian distributions, P ~ A/(0,1) and O ~ N(u,,1);
where the mean u, is varied from [—6 6] with a fixed variance.
Panel (a) shows the KL divergences and Area Metric, as these
have units. Panel (b) presents the Hellinger, total variation, Kol-
mogorov, and MMD distances. The MMD distance is calculated
from 2000 samples with a radial basis kernel where ¢ is inferred
from the median heuristic, and all other distances from numeri-
cal integration over the range [—30 30] in 0.01 steps.
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Fig. 6 A comparison of probabilistic distances/divergences
for two Gaussian distributions, P ~ A/(0,1) and O ~ N(0, 62);
where the standard deviation o, is varied from [0 6] with a fixed
mean. Panel (a) shows the KL divergences and Area Metric, as
these have units. Panel (b) presents the Hellinger, total varia-
tion, Kolmogorov, and MMD distances. The MMD distance is
calculated from 2000 samples with a radial basis kernel where o
is inferred from the median heuristic, and all other distances
from numerical integration over the range [—30 30] in 0.01
steps.

Comparing the distance metrics bounded on [0 1]—the
Hellinger, total variation, and Kolmogorov distances—illustrates
that total variation and Kolmogorov distances are equally more
sensitive to the change in mean (based on these measures gra-
dients) between [—2 2], where outside of this interval the Hellin-
ger distance is then more sensitive. With the knowledge that these
have an upper bound of 1, the distances become quite large rela-
tively quickly, i.e., when u, = 2, total variation and Kolmogorov
distances are 0.68 compared with 0.62 for the Hellinger distance.
For this scenario, the distances can be interpreted as not close and
would lead to an acknowledgment of significant inadequacy in the
relationship between the simulator and observations. It is argued
that these distances give a better indication of the relative differ-
ence between the distributions, providing a more objective com-
parison when compared with the KL divergence and Area Metric.
The MMD distances do not have an upper bound but track

relatively consistently with the total variation, Kolmogorov, and
Hellinger distances. It is noted that the MMD’s nonparametric,
sample-based approximation of the distributions leads to oscilla-
tions in the metrics. Additionally, both bias and unbiased results
are very similar and become less sensitive to changes in the mean
>4 and < —4 when compared with the Kolmogorov and Hellin-
ger distances.

5.2 Sensitivity to Variation in the Standard Deviation—
Gaussian Distribution Case. The second scenario, shown in
Fig. 6, considers variations in the standard deviation with a fixed
mean. Figure 6(a) presents the KL divergences and Area Metric.
This example demonstrates the asymmetric nature of the KL
divergence where more nats of information are required in order
to encode () when PP is the model distribution than in the oppos-
ing case. This is because there is a greater overlap in probability
mass when (Q approximates PP, and therefore less information
required to encode P, than in the alternative case for this example
(however, in the scenario where the means are varied and the
standard deviations are fixed, the overlap in probability mass is
the same for both cases). This means that the KL divergence will
often favor conservative model distributions, which can be useful
for a validation setting. However, this can also be a negative
attribute of the KL divergence, as it could lead to a modeler over-
inflating the predictive uncertainties from a simulator such that it
produces a lower KL divergence. Moreover, the units of the KL
divergence are difficult to intuitively interpret. The Area Metric,
on the other hand, linearly scales with a change in variance and
appears almost symmetric about the variance of IP. This suggests
that the Area Metric struggles to differentiate between under- and
over-estimations of the variance, an unhelpful property in valida-
tion. Nonetheless, the Area Metric is valuable as the units are the
same as the quantity of interest.

In comparison, total variation, Hellinger, and Kolmogorov dis-
tances, displayed in Fig. 6(b), appear more sensitive to underesti-
mation of the variance, indicated by a steeper gradient of
distances below a standard deviation of 1. In this case study, total
variation is more sensitive to changes in the standard deviation
than the Hellinger or Kolmogorov distances. Here, the Kolmo-
gorov distance becomes less sensitive than the Hellinger distance,
which is due to the fact that the Kolmogorov distance is less sensi-
tive to changes in the tails, compared to difference in the central
probability mass. Again, both MMD distances track in a similar
manner to the Hellinger distance between standard deviations of
0.5 and 2, becoming less sensitive outside these values, but still
penalizing under-estimation of the variance more heavily than
over-estimation.

5.3 Different Distribution Forms. The next examples, pre-
sented in Tables 1 and 2, compare the statistical distances for dif-
ferent forms of distribution. The first two examples compare
standard Gaussian and Laplace distributions (with the same mean
and variance)—example one—as well as standard Gaussian and
Student’s z-distributions—example two. These two comparisons
have been chosen as the distribution forms in each case have small
dissimilarities, as shown in Fig. 7. For these two examples, the
KL divergences (in both directions) indicate that relatively small
amounts of information are required to encode the “true”

Table1 Examples of f-divergences for different distributions

Example P Q Dy (P, Q) Dy (Q, ) Dy (P, Q) Drv(IP, Q)
1 N(0,1) £(0,0.71) 0.07 0.23 0.16 0.12
2 N(0,1) 7(5) 0.03 0.12 0.11 0.06
3 G(2,1) N(1,1) — 00 038 0.25
4 U(~4,4) N(0,1) — 00 0.46 0.49

Numerically integrated over the range [—30 30] in 0.01 steps. KL divergences are in nats.

031005-6 / Vol. 4, SEPTEMBER 2019

Transactions of the ASME

"bNANGEYZ259/S00 L E0/E/F/3pd-a1oiLIE/UoNEDlLIaA/BIO B LISE"UONO8]|00[ENBIPaWSE//:SANY WO} PaPEO|UMOQ

€0 700

020z Iudy €z uo Jaupie9 |ned ‘plaiyays Jo Aysieaun Aq pd-Go01L€0



Table 2 Examples of IPM distances for different distributions

Example P 0 Dk (P, Q) Dyu(P, Q) Dyios (P, Q) Darea( P, Q)
1 N(0,1) £(0,0.71) 0.06 0.12 0.12 0.15
2 N(0,1) 7(5) 0.03 0.04 0.05 0.15
3 G(2,1) N(1,1) 025 0.26 0.26 1.00
4 U(—4,4) N(0,1) 025 0.44 0.44 1.20

Numerically integrated over the range [—30 30] in 0.01 steps apart from the MMD distances, which are estimated from 2000 samples with

a radial basis kernel where ¢ is inferred from the median heuristic.

0.5 T T T . -
— T
—L(0,0.71)
04t — () |
— G2 1)
N1
= 0.3 U(74,4)
A
(ol
021 1
0.1 \ ]
0 —_— ¥

0 2 4 6 8
Quantity

Fig. 7 Distributions used in the comparison of distance/
divergences

distribution, from the low KL divergences given the log—ratio
relationship.

The Kolmogorov distance shows very small distances, which is
expected given its insensitivity to differences away from the cen-
tral probability mass. The MMD distances, both biased and
unbiased, produce comparable results calculating larger distances
for the Laplace than the Student’s z-distributions. The biased
MMD produces almost equivalent distances to the total variation
distance. The Hellinger distances also show that the standard
Gaussian is closer to the Student’s 7-distribution than the Laplace
distribution, but by a relatively smaller amount. The two Area
Metrics for these examples are equal. This demonstrates a failure
to capture the knowledge that a Student’s ¢ is expected to be closer
to the standard normal than a Laplace distribution.

Evaluating the KL divergence for the next two examples—a
comparison of Gamma and Gaussian distributions in example
three, and of uniform and Gaussian distributions in example
four—presents issues with using numerical integration, but pro-
vides informative results. The Gamma distribution contains no
probability mass below zero, as it is bounded at one end. It is,
therefore, impossible for a Gaussian distribution that has symmet-
ric probability mass over the [—oo oo] range, to ever be able to
replicate the Gamma distribution, given any amount of additional
information; it will always have some probability mass beyond
the bound. In contrast, a Gamma distribution would require an
infinite amount of additional information below zero to replicate
the Gaussian distribution. The KL divergence, calculated in this
manner, is extremely informative in diagnosing these issues, i.e.,
that it is not possible to model the observational distribution using
the simulator distribution. Similar problems also exist in the com-
parison of uniform and Gaussian distributions, given that the uni-
form distribution contains no probability mass outside of its
range.

The Kolmogorov distances for these examples are the same,
illustrating once again the insensitivity of this measure to devia-
tions that are outside the central probability mass. Moreover, the
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total variation, Hellinger, and MMD distances, including the Area
Metric, all quantify that the uniform and Gaussian distribution dis-
tances are further than the Gamma and Gaussian distribution.
Once more, the total variation is almost equivalent to the MMD
distances.

5.4 Discussion of Numerical Case Studies. The results from
empirical numerical observations indicate the strengths and weak-
nesses of the distances/divergences considered. It can be summar-
ized that the KL divergence becomes very sensitive in scenarios
where large amounts of extra information are required to replicate
the “true” distribution, and its convex nature makes it ideal for
optimization settings. This makes the divergence useful for sce-
narios when the question of whether to obtain more observations
or simulator runs to solve issues of inadequacy is asked. The
major drawback of the KL divergence is, it is not easily
interpretable.

The Kolmogorov distance is flawed as a general distribution
validation metric for the aforementioned reasons. It is not recom-
mended as the sole qualification of the distance between distribu-
tions as it fails to adequately meet the fourth validation metric
criteria in Sec. 2. The total variation, Hellinger, and Kolmogorov
distances are arguably more objective in comparing two distribu-
tions given that 0 indicates they are the same and 1 that the distri-
butions are as far as possible—criteria three from Sec. 2.
Furthermore, the total variation and Hellinger distances provide
better quantification of a wider variety of differences when com-
pared to the Kolmogorov distance. These two distances are sensi-
tive to a variety of differences in probability mass and would be
appropriate for most engineering applications, and in the author’s
opinion are relatively interpretable from the results in Table 1.

Furthermore, the MMD distances for these numerical case stud-
ies tend to provide similar distances to both the total variation and
Hellinger distances, and may be practical in a variety of settings
due to its nonparametric formulation. However, for small sample
sizes, it will be more dependent on kernel and hyperparameter
choices adding a level of modeler input that may be unwanted—
although calculation of the median heuristic removes a level of
subjectivity.

Finally, the Area Metric, although in the units of the quantity of
interest, is relatively hard to objectively interpret. The Area Met-
ric also displayed difficulty in differentiating between under- and
over-estimation of the variance for these numerical examples,
often problematic when conservative results are required.

It is noted that all the examples considered here have been for
univariate distributions. Different conclusions may be found with
higher dimensional distributions in line with the findings of
Aggarwal et al. where fractional norms increase sensitivity for
high-dimensional nonstatistical distances [32]. This is left as fur-
ther research, as this paper is focused on providing a framework
for utilizing statistical distances in the validation of probabilistic
model outputs.

6 Case Study: Bayesian History Matching Example

An experimental case study is provided in order to demonstrate
the applicability of the considered distance/divergence measures
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as validation metrics. The case study considers a five story build-
ing structure displayed in Fig. 8 constructed from aluminum 6082.
The objective of this analysis was to calibrate the three material
properties @ = {E, v, p} of a finite element computer model, using
BHM in order to predict the first five bending natural frequencies
{w), w2, w3, w4, w5} of the structure under varying levels of
mass, x = {0,0.1, ..., 0.5} kg, attached to the first floor.

Experimental data were obtained using experimental modal
analysis, whereby the structure was excited laterally with a
409.6 Hz bandwidth Gaussian excitation via an electrodynamic
shaker and five accelerometers used to capture the response at
each floor. The sample rate and sample time were chosen such
that the frequency resolution was 0.05Hz. 40 averages were
acquired for each measurement and for each level of mass, ten
repeats were performed in order to obtain an understanding of the
underlying modal frequency distribution.

The data used in the calibration process were the mean natural
frequencies when the mass was x, = {0,0.3,0.5} kg. The remain-
ing full repeat data were used as an unseen validation set z,. The
prior bounds on the material properties were +10% of the typical
values for aluminum 6082; E=71GPa, v =0.33, and
p=2770kg/m’.

6.1 Bayesian History Matching. Bayesian history matching
is a methodology for calibrating statistical models of the form

zj(x) = n;(x,0) 4+ 6; +¢; (15)

where z;(x) is the jth observational output given inputs x, 1;(x, 0)
is the jth simulator given x and parameters 6. The model discrep-
ancy and observational uncertainty are ¢ and e, respectively. The
model assumes that the simulator, model discrepancy and obser-
vational uncertainty are independent and does not seek to define
the model discrepancy’s functional form.

The “likelihood free” technique utilizes an implausibility met-
ric to iteratively discard parts of the input space that were unlikely
to have generated the observational data, given a set of uncertain-
ties, defined as

Fig. 8 Test setup of the representative five story building
structure
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|zi(x) — E(ng(x, 0))|
(VOJ' + VmJ + V(»J(x, 0))

I(x,0) = (16)

172

where V,, V,, and V.(x,0) are variances associated with the
observational, model discrepancy and code uncertainties (the var-
iance of the Gaussian process (GP) emulator) and E(GP(x,0)) is
the mean of the GP emulator. Due to the focus of this paper being
on the assessment of validation metrics the reader is referred to
Refs. [33] and [34] for a more detailed overview of BHM.

Once calibrated, the outputs from BHM can be used to infer the
functional form of the model discrepancy term. Here an impor-
tance sampling approach is implemented, whereby a second GP
model is inferred while marginalizing out the posterior parameter
distribution p(0|Z). Again, due to the scope of this paper the
reader is referred to Refs. [35] and [36] for a more detailed expla-
nation of the analysis. The result of this approach is that calibrated
and bias-corrected predictive distributions can be inferred across
the input space.
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Fig. 9 BHM predictive outputs (w1, w2, ®3) with inference of
model discrepancy via importance sampling trained GPs. The
shaded regions indicate +3¢.
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The predictions from both the BHM and importance sampling
approach for the five story building structure are presented in
Figs. 9 and 10.

6.2 Validation of Output Predictions. The proposed valida-
tion metrics outlined in Secs. 3 and 4 were applied to the BHM
predictions shown in Figs. 9 and 10. It is noted that the normalized
mean squared error for each natural frequency prediction was
157.60, 0.07, 0.01, 0.01, and 0.12 respectively. This deterministic
metric would indicate that the mean predictions are adequate for
the second to fifth natural frequencies with large errors in the first
natural frequency (as visually intuitive from Figs. 9 and 10).

To analyze the predictions, further distance metrics were
applied. The f-divergence measures were all compared to kernel
density estimates (KDEs) of the observational data and calculated
via numerical integration, as presented in Fig. 11. The KL diver-
gence (where P is the observational data and () the model predic-
tions, Fig. 11(a)), clearly captures the large discrepancy for the
first natural frequency predictions at 0.1 and 0.2kg. In general,
the first natural frequency predictions all produce relatively large
(> 2) KL divergences. Apart from the third natural frequency pre-
dictions at 0.2 and 0.3 kg, the remaining predictions all have a KL
divergence < 1.5, with the majority being below 1, informing
relatively “good” agreement.

The Hellinger and total variation distances (Figs. 11(b) and
11(c)) also confirm that the first natural frequency predictions are
“far” from the observational data, especially at 0.1 and 0.2kg.
Both of these distances show very similar distances and relative
trends, e.g., that the fifth natural frequency is closest for the 0, 0.2,
0.4, and 0.5kg masses, and far at 0.1kg due the slight offset in
mean. A difference between these two distances occurs for the
first natural frequency at 0.1 kg, where total variation quantifies a
larger discrepancy.

Journal of Verification, Validation and Uncertainty Quantification

[Py By ™ P

50
wn
S a0}
I~
g3
=
&h 20t
—
[<b}
.2 10+
=)

0 . mmE M. I B, Bemm I Hlm

0 01 02 03 04 05
(a) m, kg
[ ™ ™ ™M
]

0.8
8
S 06¢F
&
+
2B 04+
A

02+

0 01 02 03 04 05
(b) m, kg
[ BT ™ ™ ™
]

0.8
g
o 06
=
-
L 047
A

0.2

0 0.1
(© m, kg

02 03 04 05

Fig. 11 fdivergence measures applied to the BHM and impor-
tance sampling predictions. Panel (a), (b), and (c) are the KL
divergence, total variation, and Hellinger distance, when com-
pared to KDEs of the observational data. These measures have
been calculated via numerical integration.

The IPMs are displayed in Fig. 12. The Kolmogorov distance
(Fig. 12(a)) and Area Metric (Fig. 12(c)) are compared to empiri-
cal CDFs of the observations. Both of these metrics indicate that
the first natural frequency predictions at 0.1 and 0.2 kg are the fur-
thest away from the observations, with the Area Metric also stat-
ing that the 0.4 kg prediction is close. In addition, both of these
metrics better capture that the second natural frequency predic-
tions at 0.1 kg and 0.2 kg have large discrepancies, due to an offset
in the predictive mean. A challenge here is that the Area Metric
magnitudes are all relatively low, at an order of magnitude of
1072 Hz. This is caused by the close spacing of the observational
points, leading to small areas between the empirical and predicted
CDFs. At these magnitudes of frequency, the Area Metric would
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Fig. 12 IPM statistical distances applied to the BHM and
importance sampling predictions. Panel (a) and (c) are the Kol-
mogorov distance and Area Metric when compared to empirical
ten point observational CDFs. Panel (b) is the averaged MMD
distance over 100 repeats of ten samples from the predictive
distribution. A radial basis kernel where ¢ is inferred from the
median heuristic is implemented.

therefore indicate that all predictions, even for the first natural fre-
quency, are “good,” and may lead to the acceptance of an inad-
equate model. The biased MMD distance (Fig. 12(b)) is utilized in
this case study and calculated from the average distance when 100
repeats of ten samples are drawn from the predictive distribution.
In agreement with the Area Metric, the MMD distances follow a
similar pattern for the first natural frequency, with it stating that
the prediction at 0.4 kg is close.

Finally, a key benefit of the MMD distance over the other dis-
tances/divergences is the ability to interrogate the differences
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Fig. 13 Witness function (f*(t)) for the fifth natural frequency
compared with the Gaussian simulator distributions and KDEs
of the observational data. The witness functions are con-
structed from a radial basis kernels where ¢ is inferred from the
median heuristic.

between distributions via the witness function. This provides a
potentially useful and powerful diagnostic tool for determining
where modeling improvements may be made. Figure 13 presents a
comparison of the simulator and observational distributions
against the witness function, demonstrating its diagnostic capabil-
ities. Even though the fifth natural frequency has been
“adequately” captured by the simulator, the witness function
clearly highlights several differences. The 0, 0.2, and 0.3 kg pre-
dictions all over-estimate the variance with slight shifts in the
mean values, indicated by the witness function being negative
about the mean and asymmetric. These results can be interpreted
as conservative, given the relatively small number of observa-
tions. For the 0.1 kg case, it can clearly be seen that there is an oft-
set in the mean value, although the observation distribution is still
within the majority of the simulators probability mass. The 0.4 kg
case shows an offset between the two distributions. Furthermore,
although the simulator appears to have almost matched the obser-
vational data for the 0.5kg case, the witness function has high-
lighted that the simulator has a higher prediction of the mean with
a larger variance than the observational distribution. This high-
lights the witness function’s use in quantifying where the differen-
ces in probability mass occur, potentially aiding the correction of
the simulator or leading an improved experiential test strategy.

7 Conclusion

Understanding and quantifying uncertainties in simulator pre-
dictions requires the development of validation metrics that can
assess the differences between the simulator and observational
distributions. This paper has categorized existing validation met-
rics within two families of statistical distances/divergences,
namely f-divergences—KL divergence, Hellinger distance, total
variation distance—and IPMs—total variation distance, Kolmo-
gorov distance, MMD distance, and the Area Metric. This has
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shown that a wider variety of statistical distances/divergences
exist that could be implemented as potential validation metrics.

It is noted that these measures all rely on multiple samples of
the observations, which may be challenging to obtain in real-
world applications; although this paper assumes enough samples
are obtainable. For this reason, understanding the convergence
rates of nonparametric estimators of these measures should be
investigated as further research. Moreover, the distance/diver-
gence values can be difficult to objectively interpret. As the meas-
ures outlined in this paper have an equivalent frequentist
hypothesis test, these should be investigated such that their per-
formances as validation metrics can be further scrutinized.

The measures discussed in this paper have been compared both
in numerical examples and an experimental case study. The
numerical case studies have led to the conclusion that the Kolmo-
gorov distance is often insensitive to differences outside of the
central probability mass, making it impractical for some valida-
tion contexts. The KL divergence will often be difficult to inter-
pret, but can provide useful information in diagnosing problems
where significant differences (or impossibilities) in the probability
mass are present. Both total variation and Hellinger distances
show a good level of sensitivity to differences in distributions.
The MMD distances produced similar distances to the total varia-
tion and Hellinger distance for this numerical example, meaning
that it could be an informative and stable method for providing a
nonparametric distance between samples. Finally, the Area Metric
is useful in that it quantifies the distance in terms the quantity of
interest units. Despite this, the Area Metric can be hard to objec-
tively compare. Furthermore, it appears to fail to distinguish
between under- and over-estimation of the variance for the case
studies provided. It is therefore suggested that for most validation
applications, a combination of the KL divergence, Area Metric,
and either the total variation, Hellinger, or MMD distances would
be effective in assessing the simulator’s adequacy.

The experimental case study again confirmed the difficulties in
interpreting the KL divergence, with it being most useful in situa-
tion where large differences are present. Both the total variation
and Hellinger distances provide similar quantifications of the dif-
ferences between distributions and are able to quantify a range of
dissimilarities between two distribution’s probability mass. In
addition, the total variation and Hellinger distances, along with
the Kolmogorov distance, are standardized across problems due to
being bounded [0 1]. The Area Metric produced very small mag-
nitudes in distance between the simulator predictions and the
observations, which could lead to miss-identifying inadequacy.
Furthermore, the MMD distance provides both a nonparametric
method for assessing distance but also the ability to interrogate
the differences in probability mass using the witness function.
This can be a key tool in diagnosing areas of difference as part of
a wider validation strategy.

Funding Data

e UK Engineering and Physical Sciences Research Council
(EPSRC) (Grant No. EP/R006768/1; Funder ID: 10.13039/
501100000266).

References

[1] ASME PTC Committee, 2009, “Standard for Verification and Validation in
Computational Fluid Dynamics and Heat Transfer,” ASME, New York.

[2] Oberkampf, W. L., and Roy, C. J., 2010, Verification and Validation in Scien-
tific Computing, Cambridge University Press, Cambridge, UK.

[3] Ferson, S., Oberkampf, W. L., and Ginzburg, L., 2008, “Model Validation and
Predictive Capability for the Thermal Challenge Problem,” Comput. Methods
Appl. Mech. Eng., 197(29-32), pp. 2408-2430.

[4] Liu, Y., Chen, W., Arendt, P., and Huang, H.-Z., 2011, “Toward a Better
Understanding of Model Validation Metrics,” ASME J. Mech. Des., 133(7),
p. 71005.

[5]1 Xu, H., Jiang, Z., Apley, D. W., and Chen, W., 2016, “New Metrics for Valida-
tion of Data-Driven Random Process Models in Uncertainty Quantification,”
ASME J. Verif., Validation Uncertainty Quantif., 1(2), p. 021002.

Journal of Verification, Validation and Uncertainty Quantification

[6] Wang, Z., Fu, Y., Yang, R.-J., Barbat, S., and Chen, W., 2016, “Validating
Dynamic Engineering Models Under Uncertainty,” ASME J. Mech. Des.,
138(11), p. 111402.

[7] Sankararaman, S., and Mahadevan, S., 2013, “Assessing the Reliability of
Computational Models Under Uncertainty,” AIAA Paper No. 2013-1873.

[8] Li, C., and Mahadevan, S., 2016, “Role of Calibration, Validation, and Relevance in
Multi-Level Uncertainty Integration,” Reliab. Eng. Syst. Saf., 148, pp. 32-43.

[9] Oberkampf, W. L., and Barone, M. F., 2006, “Measures of Agreement Between
Computation and Experiment: Validation Metrics,” J. Comput. Phys., 217(1),
pp. 5-36.

[10] Sriperumbudur, B. K., Fukumizu, K., Gretton, A., Scholkopf, B., and Lanckriet,
G. R. G., 2009, “On Integral Probability Metrics, Phi-Divergences and Binary
Classification,” arXiv.

[11] Murphy, K. P., 2012, Machine Learning: A Probabilistic Perspective, MIT
Press, Cambridge, MA.

[12] Blei, D. M., Kucukelbir, A., and McAuliffe, J. D., 2017, “Variational Inference:
A Review for Statisticians,” J. Am. Stat. Assoc., 112(518), pp. 859-877.

[13] Yang, P., and Chen, B., 2019, “Robust Kullback-Leibler Divergence and Uni-
versal Hypothesis Testing for Continuous Distributions,” IEEE Trans. Inf.
Theory, 65(4), pp. 2360-2373.

[14] Wang, Q., Kulkarni, S., and Verdu, S., 2005, “Divergence Estimation of Con-
tinuous Distributions Based on Data-Dependent Partitions,” IEEE Trans. Inf.
Theory, 51(9), pp. 3064-3074.

[15] Nguyen, X. L., Wainwright, M. J., and Jordan, M. L., 2007, “Nonparametric
Estimation of the Likelihood Ratio and Divergence Functionals,” IEEE Interna-
tional Symposium on Information Theory, Nice, France, pp. 2016-2020.

[16] Lin, J., 1991, “Divergence Measures Based on the Shannon Entropy,” IEEE
Trans. Inf. Theory, 37(1), pp. 145-151.

[17] Abou-Moustafa, K. T., and Ferrie, F. P., 2012, “A Note on Metric Properties for
Some Divergence Measures: The Gaussian Case,” Proceedings of the Asian
Conference on Machine Learning, Singapore, pp. 1-15.

[18] Basu, A., Mandal, A., and Pardo, L., 2010, “Hypothesis Testing for Two Dis-
crete Populations Based on the Hellinger Distance,” Stat. Probab. Lett.,
80(3-4), pp. 206-214.

[19] Zhixiang, W., 2010, “An Application of Hellinger Distance: Hypothesis Testing
for Two Continuous Populations,” IEEE International Conference on Intelligent
Computing and Intelligent Systems, Xiamen, China, pp. 340-342.

[20] Christofides, T. C., and Vaggelatou, E., 2009, “Bounds for the Distance
Between the Distributions of Sums of Absolutely Continuous L.I.D. Convex-
Ordered Random Variables with Applications,” J. Appl. Probab., 46(1), pp.
255-271.

[21] Devroye, L., Gyorfi, L., and Lugosi, G., 2002, “A Note on Robust Hypothesis
Testing,” IEEE Trans. Inf. Theory, 48(7), pp. 2111-2114.

[22] Massey, F. J., 1951, “The Kolmogorov-Smirnov Test for Goodness of Fit,” J.
Am. Stat. Assoc., 46(253), pp. 68-78.

[23] Adell, J. A., and Jodra, P., 2006, “Exact Kolmogorov and Total Variation Dis-
tances Between Some Familiar Discrete Distributions,” J. Inequalities Appl.,
2006, pp. 1-8.

[24] Gretton, A., Borgwardt, K. M., Rasch, M. J., Scholkopf, B., and Smola,
A., 2012, “A Kernel Two-Sample Test,” J. Mach. Learn. Res., 13(1), pp.
723-773.

[25] Lloyd, J. R., and Ghahramani, Z., 2015, “Statistical Model Criticism Using Ker-
nel Two Sample Tests,” Advances in Neural Information Processing Systems,
Curran Associates, Inc., Montreal, QC, Canada, pp. 829-837.

[26] Gretton, A., Fukumizu, K., Teo, C. H., Song, L., Scholkopf, B., and Smola, A.
J., 2007, “A Kernel Statistical Test of Independence,” Neural Information
Processing Systems, Curran Associates Inc., Vancouver, BC, Canada, pp.
585-592.

[27] Gretton, A., Sriperumbudur, B., Sejdinovic, D., Strathmann, H., and Pontil, M.,
2012, “Optimal Kernel Choice for Large-Scale Two-Sample Tests,” Neural
Information Processing Systems, Curran Associates, Inc., Lake Tahoe, NV, pp.
1205-1213.

[28] Chwialkowski, K., Strathmann, H., and Gretton, A., 2016, “A Kernel Test of
Goodness of Fit,” International Conference on Machine Learning, Vol. 48, New
York, pp. 2606-2615.

[29] Barrio, E. D., Gine, E., and Matran, C., 1999, “Central Limit Theorems for the
Wasserstein Distance Between the Empirical and the True Distributions,” Ann.
Probab., 27(2), pp. 1009-1071.

[30] Gibbs, A. L., and Su, F. E., 2002, “On Choosing and Bounding Probability Met-
rics,” Int. Stat. Rev., 70(3), pp. 419-435.

[31] Ramdas, A., Trillos, N., and Cuturi, M., 2017, “On Wasserstein Two-Sample
Testing and Related Families of Nonparametric Tests,” Entropy, 19(2), p. 47.

[32] Aggarwal, C. C., Hinneburg, A., and Keim, D. A., 2001, “On the Surprising
Behavior of Distance Metrics in High Dimensional Space,” International Con-
ference on Database Theory, London, pp. 420—434.

[33] Andrianakis, I., Vernon, I. R., McCreesh, N., McKinley, T. J., Oakley, J. E.,
Nsubuga, R. N., Goldstein, M., and White, R. G., 2015, “Bayesian History
Matching of Complex Infectious Disease Models Using Emulation: A Tutorial
and a Case Study on HIV in Uganda,” PLoS Comput. Biol., 11(1), p. e1003968.

[34] Gardner, P., Lord, C., and Barthorpe, R. J., 2019, “Bayesian History Matching
for Forward Model-Driven Structural Health Monitoring,” Proceedings of
IMAC XXXVI, Orlando, FL, pp. 175-183.

[35] Gardner, P., Rogers, T. J., Lord, C., and Barthorpe, R. J., 2019, “Learning of
Model Discrepancy for Structural Dynamics Applications Using Bayesian His-
tory Matching,” J. Phys.: Conf. Ser., 1264, p. 012052.

[36] Gardner, P., 2019, “On Novel Approaches to Model-Based Structural Health
Monitoring,” Ph.D. thesis, University of Sheffield, Sheffield, UK.

SEPTEMBER 2019, Vol. 4 / 031005-11

"bNANGEYZ259/S00 L E0/E/F/3pd-a1oiLIE/UoNEDlLIaA/BIO B LISE"UONO8]|00[ENBIPaWSE//:SANY WO} PaPEO|UMOQ

€0 700

020z Iudy €z uo Jaupie9 |ned ‘plaiyays Jo Aysieaun Aq pd-Go01L€0


http://dx.doi.org/10.1016/j.cma.2007.07.030
http://dx.doi.org/10.1016/j.cma.2007.07.030
http://dx.doi.org/10.1115/1.4004223
http://dx.doi.org/10.1115/1.4031813
http://dx.doi.org/10.1115/1.4034089
http://dx.doi.org/10.2514/6.2013-1873
http://dx.doi.org/10.1016/j.ress.2015.11.013
http://dx.doi.org/10.1016/j.jcp.2006.03.037
http://dx.doi.org/10.1080/01621459.2017.1285773
http://dx.doi.org/10.1109/TIT.2018.2879057
http://dx.doi.org/10.1109/TIT.2018.2879057
http://dx.doi.org/10.1109/TIT.2005.853314
http://dx.doi.org/10.1109/TIT.2005.853314
http://dx.doi.org/10.1109/18.61115
http://dx.doi.org/10.1109/18.61115
http://dx.doi.org/10.1016/j.spl.2009.10.008
http://dx.doi.org/10.1239/jap/1238592128
http://dx.doi.org/10.1109/TIT.2002.1013154
http://dx.doi.org/10.1080/01621459.1951.10500769
http://dx.doi.org/10.1080/01621459.1951.10500769
http://dx.doi.org/10.1155/JIA/2006/64307
http://www.jmlr.org/papers/volume13/gretton12a/gretton12a.pdf
http://dx.doi.org/10.1214/aop/1022677394
http://dx.doi.org/10.1214/aop/1022677394
http://dx.doi.org/10.1111/j.1751-5823.2002.tb00178.x
http://dx.doi.org/10.3390/e19020047
http://dx.doi.org/10.1371/journal.pcbi.1003968
http://dx.doi.org/10.1088/1742-6596/1264/1/012052

	s1
	s2
	l
	s3
	FD1
	s3A
	FD2
	1
	s3A1
	FD3
	s3B
	FD4
	s3C
	FD5
	FD6
	s4
	FD7
	s4A
	FD8
	s4B
	FD9
	2
	FN1
	FD10
	FD11
	FD12
	s4B1
	FD13
	3
	s4C
	FD14
	s5
	s5A
	4
	5
	s5B
	s5C
	6
	1
	T1
	s5D
	s6
	7
	2
	T2
	s6A
	FD15
	FD16
	8
	9
	s6B
	10
	11
	s7
	12
	13
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31
	32
	33
	34
	35
	36

