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This paper presents a review of the state of the art for digital twins in the application
domain of engineering dynamics. The focus on applications in dynamics is because: (i)
they offer some of the most challenging aspects of creating an effective digital twin, and
(ii) they are relevant to important industrial applications such as energy generation and
transport systems. The history of the digital twin is discussed first, along with a review of
the associated literature; the process of synthesizing a digital twin is then considered,
including definition of the aims and objectives of the digital twin. An example of the asset
management phase for a wind turbine is included in order to demonstrate how the synthe-
sis process might be applied in practice. In order to illustrate modeling issues arising in
the construction of a digital twin, a detailed case study is presented, based on a physical
twin, which is a small-scale three-story structure. This case study shows the progression
toward a digital twin highlighting key processes including system identification, data-
augmented modeling, and verification and validation. Finally, a discussion of some open
research problems and technological challenges is given, including workflow, joints,
uncertainty management, and the quantification of trust. In a companion paper, as part
of this special issue, a mathematical framework for digital twin applications is developed,
and together the authors believe this represents a firm framework for developing digital
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twin applications in the area of engineering dynamics. [DOI: 10.1115/1.4046739]

1 Introduction

Society is experiencing an era of digital transformation. It is
now common to hear concepts discussed in the technical literature
and wider media relating to this transition. Concepts such as
Industry 4.0, the Internet-of-Things [1], and Big Data [2], have
become increasingly widely used, particularly in relation to engi-
neering applications. Often mentioned in this context, and pro-
moted as a potentially transformative idea for engineers working
in all areas, is the idea of a digital twin. In this paper, the focus
will be on modeling and simulation, and in this context, a digital
twin can be defined as a virtual duplicate of a system built from a
fusion of models and data. This is made possible by combining
models and data using state-of-the-art algorithms, expert knowl-
edge, and digital connectivity. The potential benefit of the digital
twin is a significant improvement in predictive capability com-
pared with current technologies.

Like all areas of modern endeavor, the vast majority of engi-
neering applications are becoming increasingly reliant on comput-
ing, for example, creating numerical simulations that are used to
inform decisions about the design and management of key compo-
nents, structures, and systems. In the last few decades, high-
performance computing (HPC) has been employed extensively to
build increasingly high-fidelity models in the belief that this
would remove model form uncertainties associated with the engi-
neering application being considered. While this has given consid-
erable benefit, there are still a large number of engineering
problems with high levels of uncertainty even after the application
of HPC [3], and this serves to dispel the idea that increasing levels
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of model fidelity is a panacea, although it is undoubtedly helpful
in many situations. As a result, obtaining a useful virtual model is
no longer a question of increasing model fidelity, but now rests in
the more difficult problem of developing trust (or conversely deal-
ing with the remaining uncertainties) in the model(s) through
other means.

An important technical example where this situation occurs is
in the problem of modeling mechanical joints. The physics associ-
ated with mechanical joints is still the subject of considerable
research, and as a result, physics-based models are subject to con-
siderable epistemic uncertainty. One reason for this situation is
that many of the physical processes happen at the tribological
scale (microns), whereas the modeling of the whole joint, and the
rest of the structural behavior, is required at much larger (macro)
scales. Common phenomena like friction and hysteresis are diffi-
cult to model for the same reason. In addition, systems operating
in dynamic environments are often highly sensitive to very small
disturbances to the structure (typically assumed to be aleatory
uncertainties). In the case of joints, for example, small differences
in tolerances, and other joint properties, such as friction, are
highly sensitive to temperature variations in the operating envi-
ronment, which can all lead to large deviations in the dynamic
behavior of a jointed structure. From a modeling perspective, it is
very difficult to bring together models of all these different physi-
cal processes, and their associated uncertainties, which happen at
different length scales, into an accurate model of a complete struc-
ture, even when large amounts of computing power are available.

In parallel, an organizational example of the problems faced in
creating effective simulations of modern engineering applications
occurs in the way problems are analyzed, designed, and simulated
as subsystems. This is a natural approach because most modern
engineering systems are highly complex, and as a result, it makes
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sense to have multiple teams of experts carrying out computations
of the subsystems in parallel. However, once this type of division
is made, there is a natural tendency for the teams to work in silos.
This silo effect, combined with the fact that the subsystems are
often defined based on the different physics or scales involved,
means that the resulting subsystem models often cannot be unified
into a model of the complete application. This mixing of technical
objectives with inappropriate organizational culture can lead to
undesirable outcomes such as analysis paralysis [4], among
others.

The main transformative aspect of the digital twin is to improve
predictive capability by augmenting computational models using
data; this again reflects the wider digital transformations happen-
ing in society. Analysis of data, particularly through internet and
social media applications, has been a very important modern phe-
nomenon. For example, techniques such as machine learning are
now used in order to provide bespoke targeting of consumer
behavior, such as advertising and other related activities. In engi-
neering, advancements in sensor technology mean that many sys-
tems now have the potential to gather and process very large
amounts of data. Structures are increasingly being built with sen-
sors embedded, and this combined with advances in structural
health monitoring and associated data-based techniques, means
that the potential to exploit information obtained from data is rap-
idly increasing [5].

For the purposes of the applications considered here, the main
idea of the digital twin is to combine these model-based and
data-based approaches to create a virtual prediction tool that can
evolve over time. In doing so, the digital twin concept offers the
potential to assist in engineering applications for both technical
and organizational problems, such as the two examples men-
tioned above. In the technical example, the main idea would be
to reduce the epistemic uncertainties from the limitations of the
physics-based modeling, using data. These data would be
obtained from the real structure, which is called the physical
twin, or laboratory tests using components from the structure—in
either case, it is important that the data gathered are specific to
the structure being twinned, as the digital twin is entirely
bespoke to this structure. To address the organizational example,
the digital twin concept incorporates a hierarchical format, ena-
bling multiscale and multiphysics processes to be incorporated,
but most importantly a highly connected organizational frame-
work that should offer solutions to the problem of silos, and
related cultural issues. The digital twin approach also seeks to
break down unhelpful organizational barriers (i.e., improve con-
nectivity) by providing a logical interface of outputs and inputs
from different computational models (in different silos), ideally
by using robust Verification and Validation (V&V) methods that
build trust in the subsystems prior to the assembly of these into a
full system digital twin.

In terms of maturity, the digital twin is a relatively new idea,
one that has attracted significant attention in many areas of engi-
neering and beyond; it offers a range of highly attractive potential
solutions to engineers who are tasked with designing and manag-
ing ever more complex engineering systems. However, there are
substantial challenges to be overcome in order for digital twin
technology to reach full maturity.

The aim of this paper is twofold; first, it is to assess the current
state of the art of digital twins when applied to engineering sys-
tems with time-dependent (i.e., dynamic) behavior; second, is to
summarize the outstanding open research problems and techno-
logical challenges. The reason for focusing on applications in
dynamics is that: (i) they offer some of the most challenging
aspects of creating an effective digital twin, and (ii) they are rele-
vant to important industrial applications such as energy generation
and transport systems. In a companion paper, as part of this spe-
cial issue, a mathematical framework for digital twin applications
is developed, and together the authors believe this represents a
firm framework for developing digital twin applications in the
area of engineering dynamics.
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The paper is structured as follows: In Sec. 2 the background to,
and history of, the digital twin will be discussed, including exam-
ples of the current state of the art in engineering dynamics. In
Sec. 3, the process of synthesizing a digital twin is discussed in
detail. Then, in Sec. 5, an example of a simulation digital twin for
the asset management phase of a wind turbine structure is pre-
sented. In Sec. 6, a case study of a digital twin of a small-scale
three-story building is presented, in order to demonstrate how a
selection of model and data-based algorithms can be unified into
the digital twin. After that, open research problems and technolog-
ical challenges are discussed in Sec. 7, before the conclusions are
given in Sec. 8.

2 History and Background to the Digital Twin

The origins of the twinning concept have been attributed by
some authors [6], to the work of NASA during the Apollo pro-
gram. The term digital twin appears to have developed from work
relating to product lifecycle management (see Ref. [7] and refer-
ences therein), although other names were being used for similar
concepts in other domains at around the same time, for example,
digital counterpart (8], virtual engine [9], or intelligent prognos-
tics tool [10], among others [11]. The term digital twin captured
the zeitgeist and as a result is now typically taken as a generic
term to encompass all these related phrases, although, as previ-
ously stated above, the meaning relies heavily on the specific con-
text involved. The idea has received considerable attention since
then in the area of product design, with particular overlap with
existing digital design tools such as computer-aided design (CAD)
[12,13], big data and data-driven design [14-17], knowledge
graphs and relations to ontologies [18,19], middleware [20,21],
and blockchain [22].

The concept has also been considered extensively in the domain
of manufacturing processes, including autonomous manufacturing
[6,11], real-time manufacturing [23], computer-aided design
[24,25], additive manufacturing [26,27], and more general innova-
tions in manufacturing processes including links to cyber-physical
systems [28—40].

In terms of asset management, digital twins have been consid-
ered for tasks such as damage detection and structural-health/
condition monitoring [10,28,41] and uncertainty quantification
(UQ) [42]. In addition to the application areas already mentioned,
digital twins have also been considered for application in the areas
of offshore drilling [43], offshore wind turbines [44,45], space
structures [46], and nuclear fusion [47].

An important consideration for the concept is, how the digital
twin relates to the life-cycle of the product or process in question
[48]. The majority of applications cited above are applied to man-
age the performance of an engineering application after its design
and manufacture, but a digital twin would ideally be delivered
with the product at the start of its operational life, and would also
capture all aspects of the manufacturing process [3]. Therefore,
whenever possible, the digital twin would need to be first imple-
mented during the design phase, and persist throughout the entire
operational life of the product (which is called the asset manage-
ment phase) [49]. In both lifecycle phases, valuable information
may be provided by data or models aggregated from similar struc-
tures, or even from the wider population. It is anticipated that for
engineering applications, one of the most important high-level
objectives that a digital twin can be used for is structural life pre-
diction. Examples including the current state of the art in engi-
neering dynamics are considered next.

2.1 Structural Life Prediction Using a Digital Twin. In
2011, Tuegel et al. proposed a new way of estimating the life of
an aircraft [3]. The authors imagined a future scenario where
every new aircraft was delivered with a digital twin. The digital
twin would represent the real aircraft (the physical twin) so
closely that it could, for example, include the effects of manufac-
turing anomalies, and details of the material microstructure. As a
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result, the digital twin could be used to give ultrarealistic predic-
tions about the life of the aircraft.

Of course, this vision of ultrahigh fidelity modeling has been a
long-held ambition in many industrial design sectors. The exam-
ple put forward by Tuegel et al. was distinguished, not only
because it proposed the digital twin as a solution but also because
it articulated some of the key challenges to achieving this vision.

There are three important problems that Tuegel et al. [3]
describe that are common for a wide range of engineering applica-
tions. The first problem is that of multiscale modeling—called by
some the tyranny of scales [50]. This term refers to the problem of
modeling the behavior of physical phenomena that display radi-
cally different, dominant behaviors at different length scales. This
issue is also closely linked to the problem of dealing with different
types of physical modeling at different scales (or domains), and
creating effective interfaces between them—often given the
catch-all label of multiphysics modeling. The second problem
Tuegel et al. identified is the gap between hardware capability
and software performance, something recognized in the HPC
research community, and a major factor in limiting the ability of
engineers to harness the full benefit of increasing amounts of com-
puting power. The third problem is that of historical processes
during the design stage, with the result that the historical nature of
the process is a restriction to progress.

In particular, digital computing has been applied to design and
analysis to make computations faster, more efficient, and of higher
resolution than previously possible; but often, the design process
is still based on the predigital computer methods. Furthermore,
rather than offering more freedom to designers of complex engi-
neering systems, the rapid advancement of computational methods
has meant that designers are increasingly locked into existing
processes. This situation is often, in large part, because of the
necessity to do many parts of the design in parallel. Typically,
large teams of engineers will work on just one part of the overall
system. This practice often creates silos that as the computational
methods become increasingly sophisticated, become so deeply
engrained, that any form of integration with other parts of the
design process becomes extremely difficult.

Furthermore, the pursuit of a digital twin will involve improv-
ing physics-based modeling techniques. A key area of improve-
ment will be geometry adaptation and morphing throughout the
life of the structure. This may be required in order to capture
behaviors due to manufacturing anomalies as stated by Tuegel
et al. [3]. The ability to have CAD representations that are a one-
to-one mapping of the physical twin will be necessary for certain
models. In addition, with multiple models integrated to generate
a digital twin, links such as joint models will play a vital role.
Joints pose a major challenge because a large portion of model-
ing difficulties will come from subsystem interactions. Solutions
to these problems may not lie completely in physics-based mod-
eling itself. Data augmentation may provide an additional avenue
for correcting physics-based models so that they more closely
reflect the physical twin. This crucial “building block™ interacts
with all others, and will be discussed further in Sec. 5.5.

2.2 Verification and Validation Using Digital Twins. For
engineering dynamics, there is a well-established set of techniques
for V&V. More specifically, as most dynamics applications are
assumed to have linear dynamics, modal analysis and testing has
become the defacto method for validation against measured data,
for example, see Ref. [51] and references therein. This methodol-
ogy makes a direct connection between the model(s) and the
measured data using the concept of modes of vibration. In fact,
the methods have been extended so that operational modal analy-
sis can be applied using only response data recorded from the
structure under normal operation conditions [52]. More generally,
the vibration modes can be interpreted in both a physics-based
model context (typically a finite element model representing the
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geometric and material properties of the system) and as an identi-
fication technique (or data-based model).

A more general framework for verification and validation proc-
esses encompasses the concepts of white, gray and black-box
models [53,54]. Starting from the assumption that a model can be
built with physics-based reasoning, then the object of interest is
called a “white-box model.” At the other end of the spectrum,
“black-box” models are derived entirely from measured data, with
no assumed knowledge of the physics at all. In between these two
extremes, gray-box models are a combination of both physics-
based reasoning and data. This combination of models and data is
exactly the format required for a digital twin. That said, it is natu-
ral to ask: “what is the difference between the digital twin and a
validated model?”” The answer will be context specific, but a digi-
tal twin will typically be time-evolving and make much more
extensive use of data [3].

In structural dynamics and other branches of computational
mechanics, there have been many previous advancements in this
area. For example, finite element updating methods adjust model
parameters based on experimental observations, in order to match
the model parameters to the measured experimental system [55].
This type of model updating will need to be a key functionality of
the digital twin, with frequent updates, ultimately in near real-
time, creating the time-evolving property required of the twin.
This would provide a mechanism for performing structural health
monitoring and would aid asset management decision making. In
combination with updating, the digital twin can make use of a
range of data-based algorithms, for example, to carry out condi-
tion monitoring of the structure, based on an evolving history of
measured data. Already, machine learning methods are proving to
be some of the most productive algorithms used for this purpose
[5,56], and this will continue to develop as a key part of digital
twin technology, for example, see Refs. [57] and [58].

In recent years, a number of application-specific guidelines
have been proposed for implementing the model validation pro-
cess (verification is discussed in Sec. 5.3). For example, one of the
first such frameworks to focus on physics-based engineering mod-
els was that produced in 1999 by the AIAA for computational
fluid dynamics problems [59]. These frontrunners have been fol-
lowed more recently by a series of standards introduced by the
American Society of Mechanical Engineers (ASME), currently
comprising the ASME Guide for V&V in Computational Solid
Mechanics in 2006 [60] and the Standard for Verification and Val-
idation in Computational Fluid Dynamics and Heat Transfer in
2009 [61]. These documents provide a firm basis for the applica-
tion of validation methods, and many aspects of these frameworks
can be transferred to dynamic problems. However, validation of
nonlinear dynamical models presents additional challenges that
are yet to be fully addressed, and an issue of particular interest is
how to account for potential bifurcations in the response of a non-
linear system.

3 Synthesizing a Digital Twin

As discussed in Secs. 1 and 2, validated models and process
control are both natural starting point for synthesizing a digital
twin. Of course, the digital twin is much more than just a validated
model or a control process. In this context, a digital twin needs to
be a robustly validated, time-evolving virtual duplicate of the
physical twin that aids decision making. Ideally, the digital twin
would be synthesized during the design phase, and continue to
evolve during manufacture, commissioning, operation, and finally
decommissioning.

3.1 Process Control and Condition Monitoring. It is impor-
tant to note that some aspects of the digital twin concept have
evolved from condition monitoring of plant, or supervision of
other processes (i.e., process control). At a most basic level,
supervision is the first desirable aim; beyond this, many industrial
plant and asset management systems have highly developed
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Level 5
Autonomous

Management

Level 4 Intelligent—Learning

Level 3 Simulation— Prediction

Technology evolution

Level 2 Operational

Level 1 Supervisory

Fig. 1 A capabilities hierarchy for digital twins, where each
level incorporates all the previous capabilities of the levels
below

operational capabilities. This type of interactive capability repre-
sents the second category, which will be called operational, mean-
ing that the operational decisions are informed and supported by
relevant information. Both supervision and operational capabil-
ities are long established, and although some authors mention
these as digital twins, here they are considered to be predigital
twins, meaning a system that has the capability to be a digital twin
but currently does not contain all the essential elements (where
essential elements means those elements that give the required
functionalities required of a digital twin, which in this paper are
taken to be; simulation; learning and management).

The next level of sophistication is that described by Tuegel
et al. [3], and is categorized as a simulation digital twin. It is
important to note that this typically incorporates both supervision
and operation into its processes as well as simulation. In this
sense, it builds on and enhances the predigital twin capabilities by
adding the ability to simulate, based on models and data, the phys-
ical twin. This type of digital twin will also be able to allow the
user to visualize a graphical interpretation of the physical twin,
and carry out predictions to support design or operational deci-
sions. As stated in the Introduction, here a key requirement of a
simulation digital twin is that it should be able to provide the user
with a quantitative assessment of the level of trust (via uncertainty
quantification) for each simulation or prediction it produces.

Building on the concept of a simulation digital twin (or simula-
tion twin) are two more levels of sophistication, both of which are
currently aspirations for the digital twin. The first advance is to
add an increased degree of “intelligence” to the digital twin, to
give an intelligent digital twin. This object includes all the capa-
bilities of the simulation twin, adds the ability to learn from data
(via machine learning), and also adds increased levels of decision
support and scenario planning.

The final level of sophistication is the digital twin that allows
the physical twin to be autonomous. As before, the digital twin
would include all previous capabilities, and add the ability for the
twin to carry out all decision-making (within prescribed parame-
ters) and manage the asset concerned with minimal human inter-
vention. There is also the possibility of adding higher levels of
learning and intelligence capabilities, via artificial intelligence
techniques, although this is not discussed here.

The hierarchy of possible capabilities is shown in Fig. 1.

A key distinguishing feature of a digital twin (and hence the
dividing line between levels 2 and 3 in Fig. 1) is that it can be
used as a predictive tool. A process control interpretation naturally
relates to asset management tasks, but aims for the twin can
also be defined in the design phase, as will be discussed later in
Sec. 4.1.

4 Context Specific Aim and Objectives of a Digital
Twin

For nearly all applications, the primary aim of creating a digital
twin is to enable the user to have as much information as possible
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about the current status and future behavior of the physical twin
such that optimal decisions can be made. The precise objectives
of the digital twin will depend on the context that is required, but
a typical simulation twin for a dynamics application might allow
the user to:

(1) quickly understand the outputs with fast (possibly real-time
if required) visualization of results;

(2) incorporate and update the geometry of the digital twin
through integrated CAD;

(3) navigate through the CAD model to specific components or
subassemblies of interest and perform isolated tasks;

(4) identify spurious behavior, potential damage, or the need
for system maintenance;

(5) view a hierarchical representation of physical behavior at
different length scales;

(6) interrogate the current state of the structure, whether in
real-time or historically, and perform data analysis
(diagnosis);

(7) simulate future scenarios to make predictions (prognosis
and decision support);

(8) design controllers, perform hardware-in-the-loop simula-
tion, and/or set control processes for the physical twin;

(9) quantify a level of confidence (trust) that can be given to
simulation outputs.

Note that the abilities to predict future outcomes, and quantify
the level of confidence in these predictions, are particularly impor-
tant features. The synthesis of a simulation digital twin during
first the design, and then the asset management phases, is now
considered.

4.1 Digital Twins During the Product Design Phase. The
design phase is considered first here, as envisaged, for example,
by Tuegel et al. [3], where a new product (an aircraft in the case
cited) is delivered to the customer with a digital twin that can then
be used for asset management. Design processes are also context
dependent, and for the broad context of dynamics applications, a
typical standpoint is to use the “Design V” model as shown in
Fig. 2, that emphasizes the role of verification and validation dur-
ing the design manufacture and commissioning.

Figure 2(a) shows the traditional V model, where starting at the
top left with customer requirements, the design is first developed
going down the left-hand part of the V to manufacture. The prod-
uct is then verified and validated as the process continues up the
right-hand side of the V until commissioning is complete. In this
context, verifying is checking that all the tasks in the process are
carried out correctly (Fig. 3: did we build the thing right?), and
validation is checking to see that the final product delivers the
required overall performance (Fig. 3: did we build the right
thing?). Figure 2(b) shows how the V model can be modified to
include a digital twin cycle. In this scenario, the verification and
validation process is used to build a digital twin, starting with
component-level testing data, and progressing to subsystem and
finally full (or as full as possible), system tests. Note also that a
new step can be included for a first stage validation of the digital
twin, shown in Fig. 2(b) as the culmination of the digital twin
cycle. This is a first-stage validation, because the digital twin will
need to be regularly revalidated through-out its life, in order to
ensure that it can continue to deliver highly trusted outputs.

As the digital twin is a combination of models and data, the first
stage of the cycle shown in Fig. 2(b) is the development of
physics-based models through the detailed design phase. These
models are then augmented with data collected from the product
testing and commissioning phase to build a product-specific digi-
tal twin. A specific example of this type of data augmentation pro-
cess will be given in Sec. 5.5.

To be more specific, the initial design phase can be separated
from the virtual modeling and commissioning phases, as shown
schematically in Fig. 3, where the model now resembles a W. In
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Fig. 3 Schematic representation of the W model for product design. In this case, a specific virtual prototyping stage is
included. The virtual prototype is then used as the basis for a digital twin in the second cycle.

this case, a specific virtual prototyping stage is included that pre-
cedes the testing and validation phase. The virtual prototypes then
form the basis for synthesizing the digital twin in the second part
of the cycle. Note that the idea of a W model has been previously
proposed in the context of software engineering [62—64]. The con-
cept is somewhat different from the idea proposed here. For exam-
ple in Ref. [62], the W model defines one V for the component
development process, while the other V is for the system develop-
ment process, and these two V’s are integrated into a single over-
all method.

In this context, the primary aim of the digital twin is to reduce
uncertainties by incorporating component/subsystem data, and
where possible, shorten the testing and validation phase for the
full system based on the assumed reduction in uncertainty.
Another important consideration is how the digital twin will trans-
fer into the asset management phase, and this is discussed next.
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4.2 Digital Twins During the Asset Management Phase.
Assuming the digital twin has already been synthesized during the
design phase, it then needs to be extended into the asset manage-
ment phase. To do this, the required digital twin capability level is
first selected, typically levels 3, 4, or 5, as shown in Fig. 1. Then,
depending on the context and the required functionality, the essen-
tial elements are selected, based on the required aim and objec-
tives of the digital twin. For the selected essential elements, a
matrix of building blocks can be created, and a representative
example is shown in Fig. 4, that for the purposes of giving insight,
includes all the capability levels from Fig. 1.

Here, it can be seen that the predigital twins do not contain all
the essential elements required for a digital twin; neither do they
have the key distinguishing features of a digital twin, namely, the
ability to predict, learn and manage. Within the matrix, individual
building blocks are shown, although it should be noted that these

SEPTEMBER 2020, Vol. 6 / 030901-5



| Digital-twin
Level 1 Level 2 : Level 3 Level 4 Level 5
Supervisory Operational : Simulation Intelligent Autonomous
: Prediction Learning Management
l 3\
: decision + system
User | support management
| J
) o : ( graphical + immersive + immersive
Visualisation ' output environment environment
l \ J
I,
*g Quantitative system system + Model, UQ + learned + learned
g output data condition condition 1| & V&V data information information
' \
9]
6 : e - N\
© system + V&V, UQ + machine autonomous
£  Workflow operation | | and DAM learning processes
2 A\ )
e P
Numerical : + simulation + updating + updating
model(s) 1| model(s) & grey-box & grey-box
l J
I 4 3\
Data sets signal + storage b + storage mining + mining +
conditioning & meta-data : & meta-data ontologies ontologies )
1
1
Control & control of 1, [ control of +learning from + automatic
scheduling PIT 7| PIT test bed control data control
. )
—_— L]
T € ! . )
S £ Physical 1| hybrid +c?/1be.r | +oyber
8_ % test-beds | testing physica physical
1
I 3\
. . \| +control +control +control
Physical twin sensors & +control
ysical twl [data streaming hardware #] hardware hardware hardware
l J

Fig. 4 Schematic representation of the building blocks

required for the five levels of digital twin. Note that only a

selection of the possible process building blocks is shown in the workflow. Moving from left to right, each block
incorporates the functionality of the previous block. Solid black arrows indicate new functionality, and white arrows
indicate no new functionality. P/T is physical twin, V&V is verification and validation.

are indicative rather than prescriptive. The exact requirements
will depend on the precise context. Note also that only a selection
of the possible process building blocks is shown in the workflow.

The capability levels in Fig. 4 increase from left to right. Fur-
thermore, moving from left to right, each building block incorpo-
rates the functionality of the previous block. Solid black arrows
indicate that a new functionality has been added, while white
arrows indicate no new functionality. Again this arrangement
should be regarded as indicative rather than prescriptive, as spe-
cific choices will be made by the digital twin designer. For exam-
ple, moving from level 3 to level 4 in the numerical models
element adds model updating and gray-box modeling capability in
Fig. 4, indicating an increase in sophistication of the new level. It
should be noted, however, that changes between levels will be
dependent on the exact context of the digital twin.

An important distinction is made between level 3, and levels 4
and 5, with regard to the user. In level 3, it is assumed that the
user is responsible for all the “cognitive” tasks, such as deciding
which workflow processes to run, making decisions, and the over-
all management of the physical twin. At levels 4 and 5, some of
these tasks are anticipated to be incorporated into the digital twin
functionality. This matter is a key area of future development for
digital twin technology. The discussion is now extended further
by using the example of a simulation digital twin.
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5 Example Elements of Simulation Digital Twin

As an example, a simulation twin for the asset management
phase of a wind turbine is determined from the matrix in Fig. 4. A
schematic representation of the simulation digital twin is shown in
Fig. 5.

Here, datasets are recorded from the physical twin, and control
and scheduling commands fed back as required (enabling supervi-
sion and operation). The recorded data (potentially in real-time
and from similar or legacy sources) are used for tasks in combina-
tion with the numerical model(s) and physical test bed(s) (which
can include further online devices, systems or databases) to give
the required simulation capability. The interaction of these differ-
ent elements is coordinated by a workflow, which also provides
the user with visualization and quantitative feedback.

The concept of workflow is well established in the domain of
software engineering [65—69] and business process management
[70]. Several authors have considered the problem of verifying the
soundness of workflows, for example, see Refs. [71-73].

In the context of this work, the role of the workflow is to deliver
and coordinate all the required processes that the digital twin is
expected to perform. There must also be a user interface enabling
commands to be received by the digital twin and also to
provide quantitative and visual feedback. Once the commands are
received, the workflow will coordinate and sequence the required
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Fig. 5 Schematic representation of a simulation digital twin during an asset management phase, showing the essential ele-

ments for the simulation twin and their interrelations

processes, based on the aims and objectives of the digital twin.
The required processes themselves can be built from relevant
algorithms coordinated within the workflow (these algorithms can
be aligned to the building blocks shown in Fig. 5).

The example considered here is of a simulation twin requiring
UQ, and so it shall be assumed that the required algorithms are

(1) physics-based modeling;

(2) software integration and management;
(3) verification and validation;

(4) uncertainty quantification;

(5) data-augmented modeling;

(6) output visualization.

In addition to a workflow process related to each building
block, it is possible that additional workflow processes can be cre-
ated by combining and further augmenting these underlying build-
ing blocks. For the current example of a simulation twin, each of
the separate building blocks listed above is now discussed briefly.

5.1 Physics-Based Modeling. Physics-based modeling is a
well-established field within engineering. In essence, it is the pro-
cess of using knowledge about physics, based on experimental
observations, in order to construct mathematical representations
of the system of interest. This takes many forms in engineering,
from first-principles models, to approximation-based techniques
such as finite element analysis (FEA), computational fluid dynam-
ics, and multibody physics models. Of course, a key starting
point in the development of many digital twins will be the genera-
tion of physics-based models (which will be formed from expert
elicitation).

It is important to recognize that, despite the application of large
amounts of computing power, the vast majority of engineering
applications do not have a single ultrahigh fidelity model that cap-
tures all possible physics; this is because it is typically impossible
to simultaneously replicate the behavior of all the physical proc-
esses happening, at all scales for anything except the most simple
applications. As a result, engineers typically use multiple models,
capturing different physical processes, at different length scales,
and with a range of fidelities, for the same system. The essence of
the digital twin concept is that these models can be augmented
with available data, and beyond that with each other (a process
that overlaps with existing techniques of model verification [74]).
The primary purpose of this data and model augmentation is to
increase the confidence in the prediction being made with the
physics-based model.
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Within the workflow, two other important processes are
required of the physics-based models. The first deals with combin-
ing multiple models of the structure into the complete digital twin.
Typically, companies will produce multiple models of the struc-
ture. This normally occurs due to the department divisions within
an organization, due to expertise or the design process. These
models will capture different physics, be modeled at different
fidelities, and be at different scales, e.g., component, subassem-
blies. As a result, new opportunities for validating the complete
digital twin occur, whereby these validated component or subsys-
tem models are used to provide an understanding of the validity of
the (full system) digital twin. By combining multiple models, the
workflow provides significant gains on the current concepts of iso-
lated validated models.

The second scenario occurs when specific models for particular
tasks are needed at a particular level of efficiency. For example, a
high-fidelity FEA model may be constructed, but may be too com-
putationally expensive to run for an online fatigue estimation task
for a hotspot of interest (although with the increase in computa-
tional power, this may become a less frequent problem). Instead, a
bespoke, more efficient, model may be generated from the FEA
model for this task; this could be a reduced-order model, as com-
monly utilized in dynamics applications, or could be an efficient
surrogate or emulator of a complex computer model [75,76].

5.2 Software Integration and Management. The set of
physics-based models utilized as part of a digital twin will need
managing and integrating. The variety of solvers, software pro-
viders, and outputs will all require interactions with a main user
interface (and potentially with each other) via workflows; the
question is: “how might this be achieved?”” One possible solution
is that the digital twin workflow will coordinate, and call as
required, other software packages or bespoke pieces of code to
perform required subtasks—this is called loose coupling by
Ref. [3], as opposed to using a single solver for all the physical
processes, which is called tight coupling. In this sense, the work-
flow would operate (at least in part) as a “wrapper” with a user
interface. Multiple existing subtasks can then be run in parallel, or
cross-coupled to create new super-tasks, some of which may not
have been previously achievable.

However, linking pieces of proprietary software together is
fraught with its own set of difficulties. In addition to this, writing
bespoke pieces of code for each application could be considered
inefficient in the long term. Several authors have suggested using
the concept of blockchains for digital twins, based on open source
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code [22,34]. It has been suggested that blockchains could be used
to implement a range of different features, based on a clearly
defined software architecture, for example, a “visual program”
interface, that enables users to connect “programming blocks”
together to obtain the required functionality. However, it seems
that that the blockchain concept has evolved more toward secure
transaction applications, which may not be so relevant in engi-
neering, except where there is overlap with connected business
processes. Whatever software architecture is used, the workflow
will need to encode a series of logical steps in each process (for
example, see Ref. [71]), in order to capture the sophisticated level
of task coordination required.

Key to any implementation is effective representation of
coupled physical processes, either through multiphysics modeling
or coupling software/simulation codes to capture the required
behavior; this will often be made more challenging due to large
differences in temporal and spatial scales.

5.3 Verification and Validation. Verification is defined by
Oberkampf and Roy as “the process of determining that the
numerical algorithms are correctly implemented in the computer
code and of identifying errors in the software” [74]. The subject is
divided into subcategories of software quality assurance (SQA)
and algorithm verification, where SQA relates to checking the
interactions of code as part of a wider software, and algorithm ver-
ification is interested in the correctness of the implementation of
particular mathematical formulae. These two categories must both
be implemented and used for a digital twin to be realized, as in
practice, fundamental verification will be expected as part of
employing any commercial software. Here, the particular
challenges in verifying the software integration and management
strategies described in Sec. 5.2 (part of SQA) are discussed. More-
over, an outline of the verification (algorithm verification) of
machine learning and black-box approaches that may be incorpo-
rated as part of data-augmented modeling is given.

A fundamental task of a digital twin is to perform predictions.
To gain any confidence in these predictions, validation must be
conducted. The process of validating a model requires: (i) quanti-
tatively measuring the accuracy of the model output against
experimental data, (ii) providing a measure of confidence in the
predictions, both when interpolating or extrapolating, in the mod-
els intended context of use, and (iii) determining whether the
accuracy of the model is appropriate for the intended use [77]. In
the context of a digital twin this becomes the process of validating
several models, with different outputs, where (as previously men-
tioned) the tyranny of scales applies. Consequently, validation
must be considered at a system level in combination with the sub-
model level. Moreover, it is argued that a digital twin cannot be
fully realized without incorporating the quantification and propa-
gation of uncertainties. As a result, validation processes and met-
rics will need to accommodate these uncertainties.

In order to perform validation, datasets must be obtained.
Obtaining datasets is a particular challenge for many full-system
structures. It may be possible to obtain data for one time instance,
but impossible to acquire data for all possible outcomes a user
may wish to model or for multiple repeats. The validation process
therefore needs to be conducted for parts of the digital twin where
data are obtainable.

5.4 Uncertainty Quantification. The aspiration of a digital
twin is: a close one-to-one mapping between a physical and vir-
tual system, which is only achievable through acknowledging
uncertainties involved in both physical observations and computer
models. A classification of these uncertainties, outlined by
Kennedy and O’Hagan [75], follows:

e Parameter uncertainties—computer models inevitably con-
tain parameters, which may be measurable (in which case
there is parametric variability) but in most cases are not fully
known or accessible.
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e Model discrepancy—following the famous quote by Box
[78] that “All models are wrong but some are useful,” it is
understood that even when the parameters are deterministic
and “truly” known (in an engineering context this will occur
when the parameters have physical meaning), there will still
be mismatches between the model output and the “true”
physical process (without observational uncertainty).

e Residual variability—given the same set of inputs the pro-
cess may produce different outputs, due to a chaotic (due to
not knowing the inputs to the required accuracy) or stochas-
tic nature. This is often a problem with the inputs not being
sufficiently detailed.

e Parametric variability—the situation in which the model is
utilized may vary because inputs cannot be fully controlled
or specified. A model may however require a specification of
a single deterministic value, which should be varied based on
knowledge of the process.

e Observational uncertainty—measuring any real-world struc-
ture will result in a level of measurement error or noise.

e Code uncertainty—most computer models are sufficiently
complex that the output from a model is unknown until it is
evaluated. An approach commonly utilized within surrogate
modeling is therefore to treat it as uncertain at locations
where the computer model has not yet been evaluated.

The task of UQ in a general context is to provide a measure of
these sources of uncertainty, often jointly, in order to reflect the
overall level of uncertainty inherent in both the model predictions
and the gathered data. It is common practice to subsequently prop-
agate the identified uncertainties through the model in order to
evaluate variability in the predicted quantities of interest. Compar-
ison of these predictions with experimental data over some appro-
priately specified validation domain lies at the heart of model
validation, discussed in Sec. 5.3. The core processes involved in
uncertainty quantification are model selection and parameter esti-
mation (in different contexts, referred to as system identification
or model updating). The processes of quantifying uncertainty in
parameters may be achieved via a variety of approaches. Linear
and nonlinear regression are widely used in a frequentist context,
but make an assumption that parameters are fixed but unknown
and offer a limited characterization of parameter distributions.
Bayesian methods [79] have proven hugely popular in recent
years with application of Markov chain Monte Carlo (MCMC)
methods (e.g., the Metropolis Hastings algorithm [80]) being key
to their practical application. Such techniques offer the possibility
of building a detailed description of the distributions of uncertain
model parameters at the cost of being computationally demand-
ing; computational cost concerns for challenging distributions are
addressed to some extent through developments of the basic
MCMC algorithm (e.g., transitional MCMC [81]). With regard to
model selection, and the errors that will inevitably occur as a
result of the computational model not being able to perfectly
reflect the underlying physics of the modeled process, there are
two principle schools of thought. The effect of model form error/
discrepancy is typically handled through a choice to either sub-
sume this error within the parameter estimates, potentially biasing
them (something of particular concern in cases where the parame-
ters have physical meaning); or to explicitly model the discrep-
ancy as considered in Sec. 5.5. The tradeoff between these
approaches is considered in more detail in Ref. [82].

In a digital twin context, the uncertainty quantification process
may involve application of techniques from the general toolbox of
methods for UQ to multiple contributing models. The process is
complicated by the fact that system-level predictions may be the
result of result of multiple, interacting submodels. If there is cou-
pling between these models (for example, the bidirectional cou-
pling typically required in multiphysics or multiscale model; or in
multilevel models where parameters at one level form states at
another level [83]), the complexity of the UQ task grows substan-
tially. Further, decision-making on the basis of multiple, uncertain
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model outputs is a substantially more complex task than for a sin-
gle model. Ensemble forecasting, where weightings are applied in
a principled fashion to the predictions of multiple generating mod-
els, offers a potential direction of travel in this area [84].

Finally, a key distinguishing feature of a digital twin is their
evolution over time. The implication here is that any uncertainty
quantification technique may need to operate in, or close to, real-
time—a major constraint on many current technologies. Achiev-
ing real-time (or near real-time) UQ for a digital twin may require
the development of highly computationally efficient estimation
techniques [85]; the adoption of fast-running statistical surrogates
that approximate the response of the underlying computational
models within the digital twin [86,87]; or periodic updating when
differences between the physical and digital twin outputs are
deemed to have occurred.

5.5 Data-Augmented Modeling. It is never possible to fully
capture all possible physics affecting a structure within a com-
puter model, regardless of the level of fidelity. Consequently, a
digital twin cannot be formulated solely from the outputs of
physics-based computer models if the aim is to achieve ultrareal-
istic predictions. As outlined in the uncertainty quantification sec-
tion, this problem is captured by the model discrepancy term.
Using the knowledge that computer modeling alone will provide
inadequate solutions to generating a digital twin, models must be
augmented using information available from data in order to
improve predictive capabilities.

One approach to data-augmented modeling assumes that a com-
puter model can be embodied as [75]

72(x) =y(x) +e=n(x,0) +5(x) + ¢ ¢}

where z(x) are the observations of the system outputs y(x), which
are subject to uncertainties represented by the error term e. The
bias (or model discrepancy)-corrected computer model outputs
y(x) are functions of the inputs x. Equation (1) states that y(x) is
equal to the sum of the computer model 7(x, #) and the model dis-
crepancy o0(x), where 0 are parameters of the computer model.
Equation (1) provides a framework for utilizing additive
machine learning methods in order to infer the model discrepancy
and noise process. Without acknowledgment that model discrep-
ancy exists and parameters inferred during uncertainty quantifica-
tion will be biased and/or overconfident, which will lead to
inaccurate predictions [88]. More generally, gray-box modeling—
the combination of a white box (a physics-based model) and a
black box (from machine learning or a statistical process)—
encompasses the range of approaches whereby machine learning
methods are inserted into physical model structures such that
unknown physics can be accounted for and inferred from data.

5.6 Output Visualisation. Digital twins will organize a vast
amount of information, most of which will be processed through
well-established visualization techniques. In addition, new
methods of data visualization will become possible. Notably, aug-
mented/virtual reality or augmented/virtual inspection, as pro-
posed by Moreu et al. [89], is expected to become more prevalent.
By having a one-to-one mapping in the virtual domain, inspection
tools can be combined in real-time with the outputs of the digital
twin, to guide and inform inspectors.

6 Case Study: Toward a Digital Twin of a Small Scale
Three-Story Building

In order to illustrate the philosophy of moving from predigital-
twins to a digital-twin, specifically one incorporating elements of
levels 3 and 4 of a digital twin, a three-story structure is intro-
duced as a case study. In this scenario, the experimental test struc-
ture is taken to be the physical twin with the asset management
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objective being to construct a digital twin that can predict and
monitor the accelerations at each of the three stories.

In between the top two floors of the physical twin is a “bumper”
mechanism—two aluminum blocks, where one is attached to the
top floor and the other to the middle floor. When specific excita-
tion and initial conditions are met, the two blocks come into con-
tact, introducing a harsh nonlinearity. This nonlinearity provides a
demonstration of when traditional approaches to generating a vali-
dated model may fail. As a result, technologies are presented that
move toward the aspiration of a digital twin.

In this case study, a scenario is imagined in which the structure
is designed to operate under a random excitation applied at the
first floor at a consistent forcing level. In the design and construc-
tion phase of the physical twin, it is assumed that the “bumper”
mechanism will not come into contact, and therefore the system is
treated as linear in the initial modeling stage. This was decided as
under initial testing there was no activation of the “bumper”
mechanism. This reflects common decisions made within indus-
try, where often due to modeling difficulties, computational
capacity, and prior assumptions, a simplified (often linear) com-
puter model is generated, as long as it provides adequate predic-
tive performance. Once in the operational phase and under the
same band-limited white noise forcing level, the “bumper” mech-
anism of the physical twin is shown to occasionally introduce the
harsh nonlinearity. The case study therefore reflects common real-
world scenarios whereby unforeseen behavior occurs from the
physical twin, and the digital twin is expected to replicate or at
least inform the operators of these events. This case study, there-
fore, presents some of the challenges and technologies required in
creating a digital twin.

6.1 Experimental Setup and Data Gathering. The physical
twin is illustrated in Fig. 6 and has three stories. Each floor is con-
structed from an aluminum block with a mass of 5.2kg and
dimensions 350 x 255 x 5 mm (L x w X h). The floors are joined
by vertical columns, with each column having a mass of 55 g and
dimensions 555 x 25 x 1.5 mm. The blocks used to connect
the columns to the floors have a mass of 18 g and dimensions
25 x 25 x 13 mm. For each of these connections, four Viraj A2-
70 grade bolts (Viraj, Andheri (East), Mumbai, India) were used
with a mass of 10 g each.
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Fig. 6 The three story structure physical twin—a schematic
diagram detailing the shaker attachment and accelerometer
positioning
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Fig. 7 Frequency response functions between the first floor
and the accelerations from each of the three floors

The system is excited by a shaker attached at the first floor and
a transducer is used to measure the force applied by the shaker.
The experimental data were acquired using an LMS CADA sys-
tem connected to a SCADAS-3 interface. Data were recorded at a
sampling frequency of 51.2 Hz using piezoelectric accelerometers
fixed to each story as shown in Fig. 6. The structure was consis-
tently excited with a 25.6 Hz band-limited white noise source at
the same excitation level.

Three datasets were collected. Each of the three datasets was
20s observations of the structure under the random excitation
source. In the first two datasets, used as a training and testing set
in the following analyses, the “bumper” mechanism did not come
into contact. The third dataset is a scenario in which there was
contact in the bumper mechanism.

6.2 Initial Modeling: System Identification. Although the
physical twin is ultimately a nonlinear system, the initial data
from the physical twin in operation did not include any contact in
the bumper mechanism. For this reason, the initial modeling stage
assumed a linear model with which to perform system identifica-
tion. Frequency response functions for the system, shown in
Fig. 7, indicate that a three-degree-of-freedom model of the physi-
cal twin should be sufficient to capture the main dynamics of the
structure. The proposed model is given by

V= (Fs—kiyi —ka(y1 = y2) — a1y — 2y — ¥2))/mu
Vo = (ka(y1 = y2) = ka(y2 = y3) + c2(¥; — ¥2) — c3(¥2 — ¥3))/m2
V3 = (k3(ya — y3) +c3(y, — ¥3))/m3 @)

where {m;},_,, are the masses, {c¢;},_;; are the damping
coefficients, and {k;},_,.; are the stiffness coefficients for each of

the three floors (indexed by 7). Additionally the force, displace-
ment, velocity and acceleration terms are denoted as, Fj,
{¥iticiss {Vitic13> and {Ji};_ 5, respectively. The physics-based
model selected here is analytical; however, the principles and
techniques discussed are applicable to more complex model
forms, such as finite element or multiphysics models.

Parameters for this model were identified using the Self-
Adaptive Differential Evolution (SADE) algorithm. For full
details of this algorithm, the reader is referred to the original paper
[90]; for details of how it is implemented as an identification
method, see Refs. [91] and [92]. Briefly, as in all evolutionary
optimization procedures, a population of possible solutions (here,
the vector of parameter estimates) is iterated in such a way that
succeeding generations of the population contain better solutions
to the problem in accordance with the Darwinian principle of sur-
vival of the fittest. The problem is framed here as a minimization
problem with the cost function defined as a normalized mean-
square error (NMSE) between the measured data and that pre-
dicted using a given parameter estimate

2 N
510 =223 (5, 50) )
Yi i=1

where 0'52; is the variance of the measured sequence of relative

accelerations and the caret denotes a predicted quantity; N is the
number of “training” points used for identification, and 0 is the
parameter. The total cost function J was then taken as the average
of the J;. Previous experience has shown that a cost value of less
than 5.0 represents a good set of model predictions (or parameter

estimates). In order to generate the predictions y;, the coupled
Eq. (2) were integrated forward in time in MATLAB using a fixed-
step fourth-order Runge—Kutta scheme for initial value problems.
The excitations for the predictions were established by using the
measured forces. The SADE identification scheme is computa-
tionally expensive, with the main overhead associated with inte-
grating trial equations forward in time. For this reason, the
training set (or identification set) used here was composed of only
N =400 points. To avoid problems associated with transients, the
cost function was only evaluated from the final 200 points of each
predicted record. The first of the four datasets where the physical
twin exhibited linear behavior is used as the training dataset.

The SADE algorithm was initialized with a population of ran-
domly selected parameter vectors or individuals. The parameters
were generated using uniform distributions on specified initial
ranges. The initial ranges (estimated based on engineering judg-
ment) were [4.5,7] for the masses, [0,6] for the damping and
[0,2 x 10%] for the stiffness. A population of 200 individuals was
chosen for the SADE runs with a maximum number of genera-
tions of 100. In order to sample different random initial conditions
for the DE algorithm, ten independent runs were made. Each of
the ten runs of the DE algorithm converged to a good solution to
the problem in the sense that cost function values of around 2% or
below were obtained in all cases; the summary results are given in
Table 1. The best solution gave a cost function value of 1.620. A

Table 1 Parameter estimates from ten independent SADE runs

Parameter Best Maximum Minimum Mean Standard deviation Coefficient of variation
n 4.864 4.887 4.501 4.763 0.140 0.029
my 5.353 6.884 5.353 5.976 0.443 0.074
ms 5.380 6.304 5.380 5.840 0.262 0.045
c 4.541 6.000 3.242 4913 1.010 0.206
c 0.000 0.083 0.000 0.011 0.027 2418
c3 0.000 1.172 0.000 0.349 0.461 1.323
ky (x10%) 4.100 4425 2.887 4.012 0.505 0.126
ky (x10%) 4.146 4.768 4.058 4.303 0.212 0.049
ks (x10%) 4.906 6.134 4.906 5.467 0.347 0.064
J 1.620 2.457 1.620 2.042 0.307 0.150
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Fig. 9 SADE model predictions on validation data (bumper contact)

visual comparison of the “true” experimental responses for an
unseen test dataset (the second dataset where the bumper mecha-
nism did not make contact) and the predicted response given the
best parameter set is given in Fig. 8.

These results show that the objective of the digital twin has been
met. Based on the validation metric (NMSE), the digital twin is
shown to have good performance on the test set. Traditionally, this
digital twin would then be expected to operate for the duration of
the structure’s life. The process shown here is compared to indus-
try norms, in which a model may be deterministically calibrated
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and validated and expected to predict the structure performance.
However, the calibrated model is then applied to the third dataset,
in which the bumper mechanism comes into contact, introducing a
harsh nonlinearity. Predictions of the digital twin in this region fail
as presented in Fig. 9. The NMSEs for these predictions are
20.644, 55.724, and 34.421 for the acceleration at each floor. This
is compared to, 0.317, 1.640, and 1.928 on the training dataset and
0.417, 2.877, and 3.778 on the test dataset. This shows that the
model has failed in its objective of predicting the accelerations at
each floor in the new context.
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Fig. 10 MCMC parameter distributions

6.3 Uncertainty Quantification. Moving toward level three
of a digital twin means incorporating knowledge about the uncer-
tainty in the system. Given the same physical model and training,
testing and validation datasets, Bayesian calibration (or system
identification) was performed. By incorporating uncertainty esti-
mation within the workflow allows the extraction of more infor-
mation about the performance of the digital twin.

In this case study, MCMC—using the Metropolis Hastings
algorithm—was used to perform Bayesian inference for the same
linear analytical model (Eq. (2)). A joint Gaussian likelihood (the
product of the Gaussian likelihood for each floor) was used, where
the noise variance was fixed (6% = 3 x 107°) reflecting engineer-
ing judgment of the sensors. Gaussian priors were also formulated
for the mass, stiffness, and damping coefficients where the mean
for each prior was the best fit from the SADE analysis (shown in
Table 1), with variances of ¢ = 10 for the mass and damping
coefficients and 1 x 10® for the stiffness coefficients. Four
MCMC chains were run in parallel with random start locations
and the R statistics measured to check convergence. As Bayesian
parameter estimation is not the topic of this paper, the reader is
referred to Refs. [80] and [82] for more details on MCMC for
uncertainty quantification.

Four independent MCMC chains were run all initialized at dif-
ferent random initial conditions. 10,000 samples were obtained
with a burn-in of period of 2500 samples. The R statistics were
checked for all the parameters. It was found that although the
chains had satisfactorily converged, the likelihood was relatively
insensitive to the damping coefficients. Every twentieth sample
was taken from the first chain; this is performed in order to protect
against any residual autocorrelation in the chains. The estimate
parameter distributions from the MCMC analysis are shown in
Fig. 10. It can be seen that the values estimated by SADE (Table 1)
are all within the estimated distributions apart from the first damp-
ing term c¢;. This again shows the difficulty of estimating

030901-12 / Vol. 6, SEPTEMBER 2020

damping, due to the relative insensitivities in the acceleration in a
lightly damped metallic structure—confirmed by the high coeffi-
cient of variation in the SADE estimates. This shows the informa-
tion gained about the structure from uncertainty quantification.

The output predictions for these samples are shown on the test-
ing (no bumper contact) and validation (bumper contact) sets in
Figs. 11 and 12. These figures illustrate good predictive perform-
ance for the test dataset; however, as expected, they fail to predict
the validation set. The histogram of the NMSEs for the outputs
from the parameter samples is shown in Fig. 13, stating that the
model performs well on the test data and fails on the validation
data. The figure also shows that the SADE NMSE results are at
the lower end of the histograms.

6.4 Data Augmented Modeling. An additional step in mov-
ing toward a digital twin is to augment the model with data. Here,
a Gaussian process (GP) model is used to infer model discrepan-
cies for the predicted output from the linear model. This is the
equivalent of performing Eq. (1) in two stages, i.e., a parameter
inference step to determine the parameters @ of the computer
model 7(x, 0) and then a discrepancy step to infer 6(x) + e.

The discrepancies are believed to contain dynamic information
and for this reason, the inputs to the GP model are lagged outputs
of the linear model and the input forcing (where the forcing is
expected to be known at time #, as it is measured), i.e.,
{._._7'5}1.([" 7_,3)7 j;[(tﬂ - 2)7 j}.i(tn - l)a "'7F(t" - 3)7 F([Vl - 2)7
F(t, — 1),F(t,)}; where the outputs from the linear model are the
averaged output prediction from the MCMC samples. This type of
model is equivalent to J(x,¥) + e. To determine the number of
lags used within the data-augmented model, the autocorrelation of
the residual between the linear model predictions and training
observations were calculated. This informed that there was corre-
lation up to around ten lags, leading to ten lags being used as
inputs.
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Fig. 12 MCMC model predictions on validation data (bumper contact)

Three GP models were generated (due to the single output
nature of the GP). Each GP has a zero mean and Matérn 3/2
covariance function prior. The covariance function is formulated
using the automatic relevance detection form, where a length scale
is placed for each input, allowing lag selection to be performed
within the covariance function. For more on Gaussian process
regression the reader is referred to Ref. [93].

Each GP model was trained on sample points 200 to 400 of the
training dataset such that the transients were removed and that the
training dataset did not being prohibitively large. Once trained,
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the data-augmented model was used to predict on the test (where
the bumper mechanism is not in contact) and validation data
(where bumper mechanism is in contact) sets. The prediction for
the test and validation cases is displayed in Figs. 14 and 15,
respectively.

The NMSEs for the training, testing, and validation sets
were: {0.901,0.386,0.163},{3.672,2.426,1.107}, {30.084,39.837,
21.054}. This demonstrates that the data augmented model
improved predictions for floors two and three (over both the
MCMC and SADE prediction). However, the NMSEs for floor one
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Fig. 14 Data augmented model predictions on testing data (no
bumper contact) and predictive standard deviations

are larger than those from the previous analyses. This is likely due
to the lack of dynamic information contained within the floor one
location due to the positioning of the force.

Nonetheless, the data-augmented model provides additional
benefits. The variance in the model reflects whether the GP has
seen the combination of lagged inputs before. It would be
expected that when the harsh nonlinearity was present, the var-
iance (or standard deviation) of the model would increase, indicat-
ing that the model is predicting in an unseen region. This is
confirmed by Figs. 14 and 15. In the test scenario, the standard
deviations are small and relatively stationary for each floor. Yet,
in the validation dataset, the standard deviation for the first and
second floor predictions increases at the point in the data where
contact occurred. This is a useful property for a digital twin as it
informs about the presence of epistemic uncertainty.

030901-14 / Vol. 6, SEPTEMBER 2020

Measured data - — - - Mean Model Predictions -Modcl Predictions +30

0 4
R L e L
A0k . \ . . | I I .
300 400 500 600 700 800 900 1000
Sample Points
1
& 08 WMWM\MWMWMM«M
0 1 f | N I . . .
300 400 500 600 700 800 900 1000
Sample Points
5+
o0 0 it |
:S BRI
S5k L L L L L L L L
300 400 500 600 700 800 900 1000
Sample Points
1
S 05
0 | A
300 400 500 600 700 800 900 1000
Sample Points
o °f
3 0 W‘!WMA .MWA el {
>
5 . . . . | . I .
300 400 500 600 700 800 900 1000
Sample Points
1e
| WMMW
0 ‘-"A/\A/"’l/\\‘-‘—"f“‘“ 1

300 400 500 600 700 800 900 1000
Sample Points

Fig. 15 Data augmented model predictions on validation data
(bumper contact) and predictive standard deviations

The data augmented model can be used in an online manner to
indicate when model improvements should be made. In regions of
high variance, the workflow could choose to reperform the cali-
bration step, or is could decide to improve the model form. For
this example, this could lead to a bilinear stiffness model being
introduced in order to capture the contact behavior. This would be
a more optimal “white-box” model and would help improve pre-
dictions in the validation dataset. Unfortunately, the introduction
of a nonlinear model would introduce new challenges in valida-
tion. For example, neither NMSE nor model properties would be
good validation metrics as both would fail to inform whether the
bifurcation point had been correctly inferred. More sophisticated
would be required; otherwise, the model may perform extremely
badly around the bifurcation point.

In addition, if the nonlinearity in the dataset were a breathing
crack the data-augmented model would have a method in trigger-
ing a warning that the structure was damaged. By performing out-
lier analysis on the predictive standard deviation, for example,
using a Mahalanobis distance, structural health monitoring deci-
sion can be made from the digital twin.

In conclusion, these case studies demonstrate that by moving
up the levels of a digital twin more information and improved
decision-making can be made. This will allow, not only better
more realistic predictions, but improved decision capabilities as
well.

7 Open Research Problems and Technological
Challenges

7.1 Workflow, Coordination, and Time Evolution. At its
core, a digital twin needs to be able to coordinate multiple tasks
simultaneously. It must respond to requests from the user, in addi-
tion to continuously coordinating background tasks such as gath-
ering and processing data from the physical twin, and updating
models and databases. For many applications, all other tasks
except for this central coordination and management of workflows
will be existing technology.
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From a research perspective, there has been much recent work
on workflows and related areas such as business process models
[65-67,70]. In the context of a digital twin, these are potentially
most useful during the asset management phase. The types of open
questions still to be answered include how workflows can be most
efficiently implemented, ensuring that they are sound and robust
[71,73,94]. For this purpose, formalizations of network theory
appear to be the most relevant tool [95]. Furthermore, there is the
question of how the workflow might navigate through the different
elements of the digital twin, and for this purpose using the idea of a
knowledge graph (possibly built from an initial ontology) appears
to be one practical solution [96-98]. There is also the interesting
question of how workflows can be adapted during the time evolu-
tion of the digital twin [72]. A key element of the digital twin func-
tionality is decision support, and as well as other factors such as
V&V; this also relates to the workflow processes [69,99,100].

Supporting all workflow processes in the digital twin will be a
series of databases; these could be standalone, or online. How
these databases interface with the digital twin (beyond just provid-
ing raw data) is an area of research interest. In particular, the use
of knowledge graphs and ontologies [68], and ontology-driven
databases appears promising. There is also the interesting question
of how much the digital twin makes use of processes such as data
mining [101] via tools such as the semantic web [102]; this also
relates to the digital twin as part of the Internet of Things [34].

7.2 Joints and Joining. In Sec. 1, mechanical joints were
highlighted as a technical example of a model ingredient for a dig-
ital twin. Alongside that example, the issue of silos existing
in organizations based on natural subdivisions in a particular
application was also discussed. Within the context of a digital
twin there are some parallels between these two examples. The
commonality comes from the fact that subdivisions of many engi-
neering systems are very natural—after all, complex systems are
typically made from multiple components and smaller subassemb-
lages, which can naturally be modeled as simpler systems than the
full system. However, the subassemblages can often be consider-
ably complex in their own right, and so once subdivided, it is not
surprising that more focus goes into modeling the subassemblage
rather than how it interacts with or is joined to the rest of the
system. Often, the associated models are incompatible in terms of
jointing, and a bespoke interface model is needed to try and con-
nect the software models.

For the mechanical joints problem, there is already considerable
research work that has been carried out—for example, see
Refs. [103—105] and references therein. Dealing with the multi-
scale and multiphysics nature of this problem is at the heart of the
newly developed research. The possibility of making predictions
based on only a partly assembled structure is an interesting area of
future research, and relates to the verification and validation
models discussed in Sec. 2.2.

In terms of the working in silos and interfacing software based
models, both problems can be thought of as problems relating to
connectivity. Many practitioners and researchers have already rec-
ognized these issues, and attempted to address them using more
integrated procedures, as described, for example, in Ref. [48] as
part of the product lifecycle management ethos. Ensuring that
this factor is taken into account when developing a digital twin is
largely a question of implementing current best practice
[106,107], but there are always potential improvements that can
be made, and this will form an ongoing research topic.

7.3 Uncertainty Management and the Quantification of
Trust. It has been highlighted throughout this paper that an
important issue is how to deal with uncertainty within the digital
twin. In Sec. 6, a detailed example was presented that included a
data-augmented modeling approach to managing the uncertainties.
This is just one approach among many available, as briefly dis-
cussed in Sec. 6.3. However, it should be acknowledged that the
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example presented is relatively simple compared to most real
engineering structures. For more complex structures, an ongoing
area of research will be determining how exactly uncertainties are
propagated through a digital twin in order to assess the level of
confidence that can be given to the subsequent predictions.

In addition, enabling trust in digital twin predictions is essential
to support engineering decision makers, for example, see
Ref. [108]. To achieve this objective, the trust that can be ascribed
to predictions from the digital twin must be quantified, and for this
it is essential to integrate techniques from uncertainty quantifica-
tion and propagation [109-112]. This quantification has to be an
integral part of the digital twin (an early example is given by Ref.
[42]). An area of future work to facilitate this will be to develop a
risk based framework for the digital twin. Better assessment of
potential risks, will help quantify trust, and support decisions.

8 Conclusions

In this paper, the application of the digital twin concept to engi-
neering dynamics problems has been considered in detail, with a
particular emphasis on modeling and simulation. A description of
the current state of the art in this research area, including a
detailed literature review was presented. This included the back-
ground and history of the digital twin, with particular emphasis on
the topics of structural life prediction and verification and valida-
tion. Following this, a method for synthesizing a digital twin was
presented, considering both design and asset management phases
of the physical twin. Five levels of sophistication for a digital
twin were defined, along with essential elements and required
processes using the example of a simulation digital twin for a
wind turbine. Methods for incorporating a digital twin into a prod-
uct design phase were discussed in the context of verification and
validation procedures that can be carried out in parallel with
design and manufacture. To illustrate the detail of how several
required processes could be implemented, an example case study
of a three-story small-scale building was presented. This included
a detailed description of data-augmented modeling to manage
uncertainty present in the structure. Finally, three of the open
research problems and technological challenges were outlined.

There are several key aspects that characterize the digital twins
considered in this paper:

(1) A structured coordination of all the required processes via a
bespoke workflow which provides both the interface with
the user, and also the simultaneous integration of all other
required processes (either bespoke or via software).

(2) Quantification, management, and ultimately reduction of
model form (and other) uncertainties by use of measured
data from the physical twin.

(3) Time evolution of the digital twin in order to reflect the aging
of the physical twin, including the use of measured data to
update and evolve the physics-based models in the digital twin.

(4) Robust methods for dealing with joints between parts of the
physical twin.

In addition to this, methods from natural computing (such as
machine learning) are already being used for the data-based tech-
niques in this area, and the development of learning capabilities
more generally is another area for future development. This paper
has focused on the largely philosophical aspects of the topic. It is
clear from the current interest in this topic that digital twin is set
to have a disruptive influence on engineering applications. In a
companion paper, as part of this special issue, a mathematical
framework for digital twin applications is developed, and together
the authors believe this represents a firm framework for develop-
ing digital twin applications in the area of engineering dynamics.
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